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1 Introduction
Quantum physics is required to properly explain many phenomena in crystalline

materials. The phenomena often include quantized states, collective behaviors, and

emergent properties that are the result of the wave-like nature of particles that is

not embodied in classical physics [1]. There are very large differences in the resistiv-

ities of metals and insulators even though they are composed of similar amounts of

atomic nuclei and electrons. Some materials exhibit zero electrical resistance below

a certain temperature, i.e. they superconduct. In two-dimensional electron systems

at low temperatures and high magnetic fields, the Hall conductance is found to be

quantized in integer or fractional values. Other materials conduct electricity on

their surfaces while being insulating in the bulk owing to their non-trivial topolog-

ical character.

All these phenomena can be properly described by quantum mechanics. Our

comprehension of electronic band structure, superconductivity, the quantum Hall

effect, and non-trivial topology has been central to the development of the infor-

mation age. Quantum materials are foundational in a great number of advanced

technologies, such as microelectronics, magnetic resonance imaging (MRI), quan-

tum computing, light-emitting diodes (LEDs), and magnets used for electric mo-

tors and wind turbines.

The electronic properties of a crystal are directly determined by the symmetries

of its lattice. These symmetries control phenomena such as band gaps, degenera-

cies, and the existence of exotic states. Uniaxial strain can be used to explore the

delicate connection between electronic band structure and the underlying crystal

lattice, by breaking rotational symmetry and tuning lattice parameters without in-

troducing impurities or defects. On top of that, all strain effects are fully reversible

as long as the crystal stays within its elastic limit.

Here follows a short introduction to quantum materials, including basic infor-

mation about electronic band structure and emergent phenomena relevant to this

thesis. This is followed by an introductory description of uniaxial strain. Lastly, I

will briefly address quantum oscillations, which has been the most important phe-

nomenon used to probe strain-induced effects on the electronic properties of ma-

terials in this work.
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1 Introduction

1.1 Quantum materials

At the atomic level, the dynamic interplay between the four fundamental degrees

of freedom in quantum materials – lattice, charge, orbital, and spin – gives rise to

a diverse and often intricate range of electronic states with physically allowed en-

ergies called bands [2]. These states can be regarded as collective excitations of the

electrons in the momentum space of the system, known as quasiparticles. Energy

levels that are forbidden are called band gaps. Electronic band structure refers to

the energy-momentum space that incorporates all states. Electrons fill the avail-

able states from the lowest energy, with each state being occupied by two electrons

due to the Pauli exclusion principle. The level to which the bands are filled with

electrons is determined by the Fermi energy EF or Fermi level, which is the highest

occupied energy at 0 K. At higher temperatures, the Fermi-Dirac distribution func-

tion broadens and allows electrons to occupy states in a range around EF. In semi-

conductors with sufficiently small band gaps this broadening can lead to electrons

being excited to the lowest unoccupied band (conduction band), leaving a hole in

the highest occupied band (valence band) and creating an electron-hole pair. The

hole is a quasiparticle that can behave similarly to an excited electron.

In this thesis, we frequently investigate the material classification known as

semimetals, in which the valence and conduction bands touch or overlap slightly.

When relating EF to the momentum of the bands at the Fermi level, one can

map out the boundary for the filled electronic states in momentum space. This is

called the Fermi surface, and for semimetals its volume is very small. It therefore

comprises low electron densities and weak electron-electron interactions, leading

to quasiparticles in semimetals behaving as if they only possess a fraction of the

free electron mass. This is desirable, as it can lead to relatively large responses to

external parameters such as magnetic fields or uniaxial strain.

1.1.1 Topological materials

In topological quantum materials, the band structure has unique features that are

protected by topology – originally a mathematical concept. The key idea there is

that topology focuses on topological equivalence, meaning two shapes can be con-

tinuously deformed into each other without cutting or merging parts. A donut and

a coffee cup can smoothly be transformed into the other without cutting or tearing.

Some properties of the donut change (size, curvatures), while others stay the same
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1.1 Quantum materials

(number of holes). Analogous to this, topological materials have electronic states

that are topologically protected. Topological insulators possess an insulating bulk

with a conducting surface. Because the surface states here are topologically pro-

tected, they are robust and will not be affected by disruptions such as impurities

or defects. Some topological materials exhibit unique properties such as massless

Dirac fermions. The fascinating resilience of topologically non-trivial states has the

potential to open new frontiers in fields where control of quantum states is critical.

If the conduction and valence bands possess linear dispersion and cross each

other, the point where they touch is referred to as a Dirac node. If this crossing

happens close to the Fermi level and (alone or together with other such crossings)

dominates the electronic transport properties of a material, that material is consid-

ered to be a Dirac semimetal [3]. These materials possess topologically protected

states, as the Dirac nodes are protected by symmetries such as time-reversal symme-

try and inversion symmetry. Breaking either of these symmetries can lift the four-

fold degeneracy of the Dirac node and convert the Dirac semimetal into a Weyl

semimetal, which possesses two-fold degenerate Weyl nodes with opposite chiral-

ity. Fig. 1.1(a) shows a band crossing in two dimensions of momentum space to yield

a Dirac node. Bismuth, covered in chapter 5, is known to exhibit a transition from a

topologically trivial phase to a topologically non-trivial Dirac semimetal phase with

Sb doping [4].

Figure 1.1. Low-energy spectrum E(0, ky, kz) for a Dirac semimetal and a Dirac nodal-

line semimetal. Adapted from [5].

3



1 Introduction

When the conduction and valence bands cross each other along a continuous

line in momentum space, instead of a single point a nodal line is created and the

material is categorized as a Dirac nodal-line semimetal (NLSM), see Fig. 1.1(b) [3].

Here, the nodal line is symmetry-protected and can lead to interesting electronic

properties, such as ‘drumhead-like’ surface states with high electron density ideal

for exploring electron correlation effects, high carrier mobility, and which show un-

usual magnetoresistance properties [6–9]. In chapter 3 we discuss our research on

the NLSM ZrSiS, which shows how uniaxial strain can be used to tune the quan-

tum mobility of its quasiparticle orbits.

1.1.2 Superconductivity

Because superconductivity is a common property of materials we have studied, an

introduction is warranted. A superconductor has a critical temperatureTc and crit-

ical field Bc, below which the material exhibits zero electrical resistance [10, 11].

Superconductivity is conventionally well described by Bardeen-Cooper-Schrieffer

(BCS) theory, dictating that macroscopic coherence is the result of Cooper pair

formation. Electrons near the Fermi surface pair up despite their mutual Coulomb

repulsion due to their interaction with phonons – quasiparticles resulting from lat-

tice vibrations. As an electron moves through the lattice it slightly distorts it, which

attracts an electron of opposite momentum and spin. The formation of the pairs

of attracted electrons, the Cooper pairs, opens up a small energy gap 2∆ in the

electronic density of states at the Fermi level. This gap is not to be confused with

a band gap, but principally serves the same purpose of representing the required

energy necessary to bridge it. If the thermal energy kBT is low enough, there is no

scattering process that is able to provide sufficient energy to excite both electrons

of a Cooper pair across the gap. This means the entire correlated system is resistant

to scattering due to its macroscopic phase-coherence. In this way, Cooper pairs

contribute to zero electrical resistance.

Not all superconductors can be properly described by BCS theory, as it is limited

to conventional superconductors where electron-phonon coupling is the pairing

mechanism. In high-temperature superconductors or unconventional supercon-

ductors other mechanisms such as spin fluctuations may be involved [12, 13]. In

chapter 4 we investigate the very large critical field of LaO0.8F0.2BiS2−xSex, a lay-

ered superconductor with local inversion asymmetry. In this material, spin polari-

4



1.1 Quantum materials

sation based on Rashba-type spin-orbit coupling has been observed and is believed

to be responsible for its anisotropic superconducting properties.

1.1.3 Charge density waves

When electron-phonon coupling is sufficiently strong in a material, periodic modu-

lations of the electronic charge density coupled with periodic distortions of the un-

derlying atomic lattice can occur. These modulations called charge density waves

(CDWs) are relevant to this thesis as they are an important material property of

two materials studied, NbSe2 and ZrTe3. The lattice distortion opens up an en-

ergy gap similar to the superconducting energy gap, stabilizing the CDW phase.

CDWs are most prominent in low-dimensional systems (1D or quasi-2D), where

Fermi surface nesting is enhanced and the order originates from the Peierls instabil-

ity. Nesting refers to a concept in which parallel portions of the Fermi surface that

can be connected by a single wavevector tend to strongly interact, and is a geomet-

ric feature that is known to enhance electronic instabilities. CDWs can also arise

from other mechanisms, such as strong electron-phonon coupling like in NbSe2

[14], and are sometimes linked to topological band structure features [15, 16].

Because the CDW phase and superconducting phase involve different rearrange-

ments of electronic states near the Fermi surface, the two phases often suppress each

other [17–22]. CDWs ‘gap out’ parts of the Fermi surface by opening an energy gap,

reducing the density of states available for superconducting pairing. Alternatively,

the application of a magnetic field below superconducting Tc suppresses super-

conductivity and enhances the CDW phase [19]. External tuning parameters can

influence the competition between CDWs and superconductivity. Applying hy-

drostatic pressure reduces the ability of electron-phonon coupling to distort the

lattice and may thereby suppress the CDW phase and enhance superconductivity,

while chemical doping alters the electronic density and may have similar effects [23,

24]. Studying the interplay between CDWs and superconductivity could provide

insights to the mechanisms underlying unconventional superconductivity. Addi-

tionally, it may shine light on how electronic correlations, lattice effects, and di-

mensionality influence quantum phases and their tunability. In this thesis, we use

uniaxial strain as a tuning parameter to research CDWs and their competition with

superconductivity. See chapter 6 for our studies on the transition metal di- and

trichalcogenides NbSe2 and ZrTe3.

5



1 Introduction

1.2 Uniaxial strain

1.2.1 Stress and strain

When a load is applied to a sample, the deformation it causes can be described as

both stress and strain [25, 26], see Fig. 1.2. Stress (σ) is a measure of the internal

forces that develop within a material when subjected to external loads and is given

in units of N/m
2

or Pa. Strain (ε) measures the deformation or displacement in a

material relative to its original size and is dimensionless. The mathematical expres-

sion for strain is ε = ∆L
L0

, with∆L the change in length andL0 the original length.

At low strains where the material is still in the elastic regime, stress and strain are

directly related through Hooke’s Law σ = Eε, where E is the Young’s modulus,

a material-specific constant. Just as for stress, there are two types of strain: normal

strain which describes a relative change in length along a particular axis, and shear

strain which describes a relative change in angle between two straight lines along

different axes.

Figure 1.2. Definitions of normal stress and strain, and shear stress and strain. Adapted

from [27]

It can be advantageous to use the tensor representation of strain. The strain ten-

sor εij measures the relative deformation of the material in the i-th direction due

to a displacement in the j-th direction. The indices i and j can take values corre-

sponding to the Cartesian coordinates x, y, z. Diagonal strain tensor components

(εxx, εyy , εzz) represent normal strain, while off-diagonal strain tensor compo-

nents (εxy , εxz , εyz) represent shear strain. For example, εxz measures the defor-

mation in the x-direction caused by displacement in the z-direction. In the Voigt

6



1.2 Uniaxial strain

notation, the i and j indices are reduced to one indexm throughxx → 1, yy → 2,

zz → 3, yz → 4, xz → 5, and xy → 6. The same can be done for the stress ten-

sor, and leads to the resulting stress and strain vectors being linked via the elasticity

tensor Cmn:

σm =
∑
n

Cmnεn. (1.1)

The elasticity tensor is often reported in literature through the use of theoretical cal-

culations or experimental observations, which makes it a readily available descrip-

tion of how materials behave under strain. It can be used to calculate the Young’s

modulus E of a material, which takes on a different value along each of the high-

symmetry directions. Another use is for calculating Poisson’s ratio, the ratio of

transverse strain to longitudinal strain for a longitudinally applied load. Chapter 3

demonstrates how C is utilized to calculate Poisson’s ratio for ZrSiS. Note that

Poisson’s ratio has a different meaning in engineering terms, where it refers to the

isotropic changes of the dimensions of the material under strain rather than the

microscopic high-symmetry directional changes.

1.2.2 Recent developments in strain research

The experiments that led to the writing of this thesis were all performed using a

thermally compensated piezoelectric strain cell, but the development of this tech-

nique is actually quite a recent one [28, 29]. The main method used to apply uni-

axial stress to samples prior to 2010 was the anvil cell, which uses pistons to apply

a force to a sample through mechanical, hydraulic or pneumatic means [30]. The

anvil cell came with its challenges: imperfect mating with the sample would lead

to stress concentration, bending, and fracture. To remedy this, samples were made

short and wide, though this led to increased stress inhomogeneity. It was difficult

to apply electrical contacts due to limited accessibility to the sample faces, the anvil

technique requires a lot of equipment, and uniaxial stress magnitude generally ap-

pears to be limited to ∼ 0.5 GPa (typically 0.5 % strain, assuming E = 100 GPa

and the elastic regime). Still, uniaxial stress experiments performed with the anvil

method led to some interesting results. Shifting of superconducting Tc was ob-

served in YBa2Cu3O7 [31], CeIrIn5 [32], and UPt3 [33], with in-situ tunability

achieved with pistons [34] or with helium-filled bellows [31].

A key catalyst for further development of uniaxial strain techniques was the

study of superconductivity in the FeAs plane of Fe-based superconductors [35].

7



1 Introduction

The phase diagram of Ba(Fe1−xCox)2As2 changes rapidly with small amounts of

strain [36–38], as seen in chapter 2. The goal was to more easily perform in-situ

strain measurements at low temperatures. A new experimental setup was popular-

ized: affixing samples directly on top of piezoelectric actuators [37]. This increased

strain homogeneity and made the sample face a lot more accessible. However, draw-

backs of this method are the anisotropic and often large differential thermal con-

traction, and the fact that it limits strain magnitudes to about ∼ 0.01 % [39].

Sr2RuO4 provided another strong motivation to further develop uniaxial strain

techniques. It has been a popular material in the last decade due to its mysterious

superconducting pairing mechanism [40, 41]. With localized regions of higher Tc

in defective Sr2RuO4 samples [42], uniaxial strain measurements were proposed.

As consistent and reliable measurements could not be obtained with the use of

the anvil method, Hicks et al. constructed the piezoelectric-based apparatus that

established the foundation for the Razorbill strain cells, whose use is reported in

chapter 2 of this thesis [28]. This setup has been the standard for strain research

since about 2018.

With this new setup, a number of important discoveries have been made

[43]. Sr2RuO4 was found to display a dramatic increase in Tc with uniaxial

stress [44]. Charge order was induced in the underdoped regime of cuprates [45,

46]. Transitions between different non-trivial topological phases were induced

by uniaxial stress in ZrTe5 and HfTe5 [47, 48]. In WTe2, an extremely large

magneto-elastoresistance was observed due to its semimetallic band structure

with various effective masses near EF [49]. To this day, new experimental schemes

are being developed to improve the homogeneity and accommodation of the

thermally compensated strain devices for a larger amount of experimental probes,

such as spectroscopy, high magnetic fields, ultra-high vacuum, low-temperature

scattering techniques, and electronic transport.

1.3 Quantum oscillations

Quantum oscillations (QOs) are an excellent probe of the electronic structure of

a material. When a magnetic field is applied to a solid, the trajectories of electrons

carrying a current are bent due to the Lorentz force, generally leading to a resistance

8



1.3 Quantum oscillations

increase called the magnetoresistance. The electrons move in a helical motion per-

pendicular to B with the cyclotron frequency

ωc =
e|B|
mc

, (1.2)

where mc is the effective cyclotron mass.

When temperatures are low enough (T ≲ ℏωc/kB) and magnetic fields suf-

ficiently high (ωcτ ≫ 1, where τ is the mean free time between electron scat-

tering events), electronic states are quantized into Landau tubes in k space [50].

The cross-section of the tubes on which the electrons orbit perpendicular to B is

a = (n + φ)2πeB/ℏ, where n is an integer and φ is a phase factor dependent

on band structure characteristics [51, 52]. As B is increased, a becomes larger as

well, eventually leading to Landau tubes passing through the Fermi surface. When a

tube passes through an extremal area on the Fermi surface, the local density of states

(DOS) will reach a minimum or a maximum, leading to changes in the electrical re-

sistivity (Shubnikov-de Haas effect, SdH) and magnetization (de Haas-van Alphen

effect, dHvA) as a result. Continuing to increase B will cause more Landau tubes

to pass through the Fermi surface extrema with changes observable periodically in

1/B, hence the term quantum oscillations. The frequency of the oscillations is di-

rectly proportional to the extremal area of the Fermi surface A that corresponds to

the affected orbits, via

F =
ℏA
2πe

, (1.3)

known as the Onsager relation.

In practice, and particularly in Dirac semimetals and CDW systems, materials

often have a Fermi surface that consists of multiple different carrier pockets. This

means that a number of different frequencies can be observed in the oscillatory re-

sistivity at the same time. After removing the magnetoresistance background, one

can perform a fast Fourier transform (FFT) to analyze the oscillations and find out

which frequencies are present. When coupled with a rotating magnetic field di-

rection, the Fermi surface can be mapped out experimentally [53]. In some cases,

Fermi surface pockets are separated by a very small gap in k space with its extremal

orbits in the same plane. When a quasiparticle orbits around one pocket and has

not yet scattered, it is able to tunnel through the gap and orbit around the neigh-

bouring pocket. The total orbit frequency is then the sum of the two pockets if
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1 Introduction

their character is the same (electron-electron pockets or hole-hole pockets) or the

difference if they have opposite character. This tunneling effect is known as mag-

netic breakdown (MB), and is only possible if B is sufficiently large enough, with

the required magnitude depending on the size of the gap between the pockets.

Measuring QOs at higher temperatures will lead to smaller oscillation ampli-

tudes. This is because the minima and maxima reached by the DOS will be less

pronounced, which translates to a less abrupt depletion of available states as the

Landau tubes pass through the Fermi surface extrema. The amplitude size reduc-

tion is directly related to T and mc, the latter of which defines the separation be-

tween adjacent tubes. T -dependent QO data can therefore be an excellent way to

acquire information about the mc of quasiparticle orbits in the material.

In this thesis, we make use of the SdH effect in most notably chapter 3 and chap-

ter 5 to elucidate strain effects on the Fermi surface and quantum mobility of those

materials.
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2 Experimental techniques
We begin this chapter with a description of the experimental details of uniaxial

strain measurements using the Razorbill CS1x0 strain cells. Then, we briefly go

over our techniques used for measuring sample resistance and the determination

of crystal orientation. The chapter ends with information about two cryogenic se-

tups we used to acquire our data, one being the Quantum Design Physical Property

Measurement System at the Van der Waals-Zeeman Institute in the UvA’s Institute

of Physics and the other being the high magnetic field setup at the High Field Mag-

net Laboratory in Nijmegen.
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2 Experimental techniques

2.1 Uniaxial strain measurements
We used Razorbill CS100 and CS120 uniaxial strain cells to perform all of the strain

studies described in this thesis. The Razorbill website provides users with a col-

lection of comprehensive user guides already [54], so this section will limit itself

to a quick overview of the essential basics while providing information about the

unique specifics of our experiments.

2.1.1 Principle of operation

Originally, uniaxial strain experiments were performed by directly mounting sam-

ples on top of stacks made of piezoelectric crystal. Extending or shortening the

stacks is achieved by applying a positive or negative voltage to them using a power

supply. The problem with using piezoelectric crystals in this uniaxial strain setup

is that they expand along their poled direction when cooled. This can cause a dif-

ferential thermal expansion between the strain cell and the sample, preventing the

sample from being held at zero strain during the cooling process. Razorbill strain

cells possess a symmetric arrangement of piezoelectric stacks that cancels out the

thermal expansion of the stacks and allows the sample to remain unstrained. Long

stacks provide access to relatively large strains, with the CS100 and CS120 typically

reaching values of ±0.3% and ±0.6% strain at 2 K, respectively.

Fig. 2.1 shows a simplified sketch of the CS100 and demonstrates the manner

in which temperature-compensated uniaxial stress is applied. Extending the outer

stacks and contracting the inner stack will apply tension (c), while the opposite

will apply compression (d). Meanwhile, thermal expansion affects the piezoelectric

stacks in the same way, resulting in a net zero movement applied to the sample (b).
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2.1 Uniaxial strain measurements

Figure 2.1. The principle of operation of the CS100 strain cell. Displacements are not to

scale. Adapted from Ref. [55].

In Razorbill strain cells such as the CS100 and CS120, displacement applied to

the sample that is collectively caused by the piezoelectric stacks can be measured

indirectly. A capacitance value is measured by a parallel-plate capacitive sensor in-

side the cell. The sensor is connected to an Andeen-Hagerling 2700A capacitance

bridge with a resolution of 0.8 aF at a frequency of 1 kHz. The capacitance is used

to calculate the displacement through the following formula:

d =
α

C − Cp
− d0, (2.1)

where d is the applied displacement in µm, C the measured capacitance in pF, and

α, Cp and d0 are parameters specific to every cell. See Fig. 2.2 for an example of a

capacitance curve used in this work. The capacitance sensor is slightly temperature

dependent, and so too the value for d0. This is trivial when performing strain mea-

surements at constant temperature, as d0 can simply be determined using Eq. 2.1

by taking d = 0 and the value forC at zero strain. The change in d0 of the sensor is

generally less than 1 fF between 50 and 2 K, meaning that for temperature sweeps

in this region the temperature dependence can be neglected. However, when per-

forming temperature sweeps with a larger range than this the temperature depen-

dence of d0 should be taken into account.
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2 Experimental techniques

Figure 2.2. The capacitance curve of cell CS100 #0293. The formula describing the curve

and the cell-specific parameters are listed inside the graph. Provided by Razorbill.

2.1.2 Sample and cell mounting

A detailed guide to mounting samples on the CS1x0 strain cells is available on the

Razorbill website as application note AP005 [56]. In this work, small pieces of in-

sulated copper wire have been used as epoxy thickness spacers with their thickness

depending on the sample and sample plate spacer thicknesses. The epoxy used is

Araldite Ultra Strong [57], with a working time of 90 minutes and a full-strength

curing time of 14 hours. With the choice between six sets of spacers, each with a

different thickness, the sample was always given 30 to 50 µm wiggle room on both

its bottom and top side.

Fig. 2.3 shows a CS100 strain cell mounted with a black WP100 wiring platform

and a sample of BaFe1.95Co0.05As2 between titanium sample plates. Small pieces

of double-sided tape are used to keep the 30 µm diameter gold wires in place.
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2.1 Uniaxial strain measurements

Figure 2.3. An example of a mounted CS100 strain cell.

Fig. 2.4 shows a Physical Property Measurement System (PPMS) multifunction

probe adapted for use with the CS100 and CS120 strain cells. The CS100 can be

mounted in a way in which the magnetic field direction of the PPMS is aligned par-

allel or perpendicular to the long axis of the mounted sample, while the CS120 only

allows for a parallel field direction. The cell power supply connectors (beige, on the

far left in Fig. 2.4) and the MMCX connectors (micro-miniature coax, brass) for

the capacitance are attached to their probe counterpart. Additionally, the wiring

platform is plugged in, allowing for contact between the sample and the PPMS

measuring instruments. Fig. 2.4 shows an improvised wiring platform, but since

after it broke down Razorbill WP100 wiring platforms have been used.

Figure 2.4. A PPMS multifunction probe mounted with the CS100 cell. In this configu-

ration the magnetic field B is applied parallel to the strain direction.
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2.1.3 Operating the cell

The CS1x0 datasheet gives a comprehensive description of how to operate the strain

cells [54]. A typical resistivity measurement would go as follows. After having prop-

erly mounted the cell into the probe, the probe is inserted into the PPMS. The

PPMS is closed and the sample chamber is purged of air before being filled with

10 mbar of helium exchange gas. If the sample shows an appropriate resistivity it

means the sample contacts are working as intended, the cables linking the cell to the

capacitance bridge and power supply can now be connected. In order to make sure

the capacitance can be read out a few readings are done. This is done by running a

program that reads out the capacitance every second (software written in Python).

Next, the RP100 power supply main switch is turned on (for the manual see [58]).

The RP100 is operated using the accompanying Razorbill power supply software

tool which allows for control of the inner and outer stack voltages of the cell. Stack

slew rate – the change of voltage per unit of time – is always set to 1 V/s.

If everything works as desired, the temperature of the chamber can be lowered

to the planned point with a maximum rate of 10 K/min. Here, the zero-strain ca-

pacitance value should be recorded to later calculate d0. If a temperature or field

sweep is going to be performed at a different strain amount, the voltages must be

adjusted in the Razorbill software tool. Once the new voltages are reached, the ca-

pacitance is recorded again to later calculate d. Note that the capacitance may drift

slightly after the voltages have stopped slewing. It is recommended to wait about

1 minute for the capacitance to stabilize before starting a measurement sweep. If

the cell is functioning correctly, the remaining drift in C will be negligibly small.

A small hysteretic effect in C with changing voltages may also be observed. Impor-

tant to remember here is that the value of C compared to its value at zero strain

is ultimately what determines the amount of displacement that is applied to the

sample.

Once finished, the voltages on the stacks are set to zero and the cryostat sample

space is warmed back up to room temperature, after which the RP100 is turned off

and the cables can be disconnected.

2.1.4 Limit of displacement

There are three factors that limit the amount of displacement that can be applied

to a sample. The first limiting factor depends on the temperature. For the CS100
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2.1 Uniaxial strain measurements

and CS120, operating at 2 K means the achievable displacement is about twice as

small as at room temperature. This reduction with temperature can to some ex-

tent be offset with the application of larger voltages to the piezoelectric stacks, as

a decreasing temperature increases the maximum allowed applied voltage Vmax (see

Fig. 8 of the CS1x0 datasheet [54]). In order to perform temperature sweeps at con-

stant strain levels, we wrote a Python script that continuously adjusted Vmax using

temperature read-outs.

The second limiting factor depends on the shortest distance L between the two

glued ends of the sample. With ε
maxdisp

= dmax/L and with dmax being a fixed

amount at a fixed temperature, it leaves the user only the L value to play with.

Shorter samples allow for higher achievable strains.

The third limiting factor depends on the spring constant of the sample. The

stroke of the cell is divided between force and displacement. How much of each

depends on the ratio of the spring constant of the cell to the spring constant of the

sample plus sample mounts. If a sample is too stiff, the force will overload the cell

and the stroke of the cell will go into deforming itself. Because some sample mate-

rials are quite complex their spring constant can be difficult to know. The spring

constant of a sample in the elastic limit can be estimated as ks = EA/L, where

A is the cross-sectional area of the sample and E is its Young’s modulus, which is

around 100 GPa for most metals and ceramics. A typical cross section of samples

used in this work is less than0.1mm
2

. Using Figs. 1 and 2 from the Razorbill CS1x0

datasheet (Ref. [54]) and assuming T = 1 K, the safe limit of a sample spring con-

stant is about 20 N/µm for the CS100 and 10 N/µm for the CS120. Using these

values and solving for L gives a safe minimum of L = 0.5 mm for the CS100 and

of L = 1 mm for the CS120. With L values in this work easily exceeding 1 mm,

there is no risk of overloading, and therefore full voltage amounts can be applied.

However, it must be noted that these are approximations; E can greatly vary de-

pending on strain direction, and some stiff materials have a relatively high E such

as Sr2RuO4 with E = 176 GPa [28]. Lastly, the titanium sample plates should

technically be taken into account when calculating the spring constant that relates

to the datasheet figures, as they are in series with the sample and collectively work-

ing on the cell. They are omitted here, as they have a much higher spring constant

than the sample, which means their effect on the combined spring constant is very

small. In reality the sample plates allow for samples with a slightly higher spring

constant to be used safely in the strain cells.
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2.1.5 Strain inhomogeneity

Strain inhomogeneity has presented a notorious technical challenge in past uniaxial

strain experiments. An indication of strain inhomogeneity can be the broadening

of phase transitions as uniaxial strain is increased [32, 59–61]. Samples with high

length-to-width ratios can help obtain better strain homogeneity. Fig. 2.5 shows a

schematic view of one side of a mounted sample, highlighting the insulating epoxy

fully surrounding the sample end. This ‘sandwiched’ sample mounting setup helps

reduce strain inhomogeneity significantly, as demonstrated by finite element simu-

lations in the literature [28, 38, 62]. These studies also show that strain homogene-

ity is excellent in the center of the sample where the voltage contacts are located for

resistance measurements, assuming the sample has been properly aligned with the

strain direction. Additionally, strain relaxation effects in the epoxy layers have been

estimated, finding a strain transfer ratio between 70 and 90 %, mostly depending

on epoxy layer thickness [38, 62]. The uncertainty of this ratio is significant and

epoxy layer thickness is somewhat difficult to determine. Therefore, epoxy strain

relaxation remains one of the key factors in the determination of the uncertainty

of the displacement actually experienced by the sample itself. In this work, epoxy

strain relaxation is omitted and full displacement values measured by the capacitive

sensor are used for the determination of strain values, generally resulting in a small

overestimation of uniaxial strain.

Figure 2.5. The ‘sandwich’ sample mounting method, offering excellent strain homogene-

ity. Adapted from Ref. [54].
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2.1 Uniaxial strain measurements

2.1.6 Differential thermal expansion

When performing low-T measurements, the difference in thermal expansion (con-

traction) between the titanium strain cell and mounted single crystalline sample

results in the sample being strained when no voltages are applied. The thermal ex-

pansion effect of titanium is relatively minor compared to that of aluminium, cop-

per and steel. When the temperature of titanium is lowered from room tempera-

ture to 4 K, its linear dimensions are reduced by 0.15 %. This is identical to that of

Ba(Fe1−xCox)2As2 along itsa axis [63], a benchmarking material used in this work.

It differs, however, from the thermal expansion of bismuth or ZrSiS. The a axis of

bismuth is reduced by 0.28 % when cooling from room temperature to 4.2 K [64],

which would effectively result in a uniaxial tension of 0.28%− 0.15% = 0.13%
experienced by the bismuth sample. In the case of ZrSiS, the a axis is reduced

by 0.08 % when cooling from room temperature to 100 K [53, 65], resulting in a

uniaxial compression of 0.07 %. These changes in axis length are calculated from

temperature-dependent lattice constant values, which have been measured in pre-

vious studies through strain dilatometry, X-ray diffraction and neutron diffraction

[53, 64, 65]. With the sample strained through differential thermal expansion, the

new zero-voltage strain value essentially becomes the starting point from which the

sample can be uniaxially tensioned and compressed with the usual displacement.

This means larger tensile and compressive strains can be achieved for bismuth and

ZrSiS, respectively.

If this means the desired strain range is no longer achievable, there are multiple

ways to remedy this. A shorter sample or a larger strain cell would facilitate a larger

strain range. Straining a mounted sample at room temperature, making use of the

greater available strain range, tends to move the zero-voltage point slightly towards

the compressive or tensile direction, depending on the way the sample was strained.

Alternatively, voltage can be applied to the piezoelectric stacks after the mounting

process is finished but with the epoxy just applied. After the epoxy has cured, re-

ducing the voltage back to zero will induce a uniaxial strain that ideally cancels out

the amount that would have been experienced by the sample at the desired measur-

ing temperature. This method is quite hazardous as improper handling of the cell

at high voltages can shock the user. Lastly, sample plates of a material other than

titanium can be used. Copper-based alloys will tension the sample more, while

molybdenum or tungsten plates will compress it more.
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The main goal of this work is to perform qualitative and explorative measure-

ments. Without having performed our own lattice constant measurements, with

the data of temperature-dependent lattice constant information often being un-

available, and with the compensating of differential thermal expansion effects being

quite challenging and unreliable, it was decided these effects would be omitted in

the analysis of the data. However, strain ranges used have generally been maximized

in order to probe as much of the phase diagrams of materials as possible.

2.1.7 Bowtie mounting method

The bowtie mounting method refers to the use of a flat, bowtie-shaped piece of

material as a platform on which a sample can be glued, as shown in Fig. 2.6. The

bowtie is generally made out of titanium and is mounted on a Razorbill cell in-

stead of the usual sample plates. Spacer rings are used to raise the bowtie sightly,

preventing the screws from bottoming out. The shape of the bowtie concentrates

the applied force, resulting in larger strains at the neck. In this setup, the sample

length L is not taken as the distance between glued ends like in the conventional

method, but is instead a characteristic parameter of the platform itself referred to

as L
eff

. The bowties used in our work are provided by the research group of Stef-

fen Wiedmann from Radboud University. They are made of titanium and have an

L
eff

of 3.4 mm, as determined by Park et al. through ε
disp

= d/L
eff

with strains

measured optically and through finite element analysis calculations [66]. This is the

room temperature value, but L
eff

is not expected to change significantly with cool-

ing to 2 K.L
eff

can however vary depending on where exactly the ends of the bowtie

are fastened to the cell, but as this distance between the screws is a constant in the

Razorbill cells, and as the neck of the bowtie is consistently centered, this variation

should not cause significant deviations. The L
eff

is also used when assessing the

spring constant of the bowtie. Estimations by Park et al. show that the bowtie can

safely be used with the CS100 and CS120 cells [66].
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2.1 Uniaxial strain measurements

Figure 2.6. A titanium bowtie attached to a CS100 strain cell, mounted with an IrTe2

sample. The bowtie is 17 mm long, 8 mm wide and 0.2 mm thick, with its neck 0.5 mm

wide.

As the bowtie is made out of titanium and the sample must be electronically iso-

lated from the cell, an insulating layer of epoxy is necessary. This epoxy is needed

to attach the sample to the bowtie regardless, but will induce an uncertainty in the

amount of strain experienced by the sample. To characterize the strain transmis-

sion from the bowtie to the sample, the strain transmission length λ is used [28]:

λ =
√
Ctste/G, where C is the relevant elastic modulus of the sample, ts is the

sample thickness, te is the epoxy thickness, andG is the shear modulus of the epoxy.

Assuming the length of the sample is much greater than λ, high strain homogene-

ity and proper strain transmission is achieved within the sample when the width w
of the sample is either much less or much greater than λ. Inserting typical values

for the parameters with G = 1.7 GPa, C = 100 GPa, and ts = te = 10 µm

gives λ = 76 µm [66]. With the w of our samples being around 500 µm, it is clear

that small epoxy and sample thicknesses are important in bowtie measurements, as
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a 100µm sample thickness would already lead to aλ of 243µm, nearing the sample

width. Ideally, sample thickness is reduced as much as possible through cleaving, in

order to grant wiggle room to the other parameters. The decision to cleave thinner

or not depends on the availability of samples, as it may break the sample.

The elastic limit of grade 2 titanium used in this work is 0.2 %. Higher strains

will cause non-elastic deformation and can have effects on the strain transmitted

to the sample, reducing reproducibility. This limits the amount of strain that can

be applied to a sample using the CS120 at room temperature. At 2 K though, the

CS120 can only apply 6µm displacement, keeping strains within the elastic regime

of the bowtie.

2.1.8 Ba(Fe1–xCox)2As2 as a benchmark material

Ba(Fe1−xCox)2As2 is an underdoped iron pnictide that has been established as

a highly strain-tunable material through a number of uniaxial strain studies per-

formed in the past [38, 62, 67, 68]. While hydrostatic pressure lowers the Néel tem-

perature TN of Ba(Fe1−xCox)2As2 when x ∼ 0.05 [38], uniaxial compression

along its tetragonal [110] axis actually raises it [38, 62, 68]. It was also found that the

superconducing transition temperatureTc is lowered with uniaxial strain along the

[110] axis. These properties, combined with the availability of crystals at the Van der

Waals-Zeeman Institute, made Ba(Fe1−xCox)2As2 an excellent benchmark mate-

rial for our uniaxial strain experiments.

Here, we present the results of our uniaxial strain study on BaFe1.95Co0.05As2

strained along the tetragonal [110] axis. Each result is compared to the correspond-

ing result obtained by Malinowski et al. [62]. The curves in Fig. 2.7(a) show the

temperature dependence of the resistivity as measured by Malinowski et al. with

strain along the [110] axis ranging from -0.38 % compression to 0.22 % tension.

The squares point out the Néel temperature and are obtained by taking the local

minima of the first derivatives of the curves. Fig. 2.7(b) and (c) show the data ob-

tained in our work, with the sample under compression and tension, respectively.

A clear trend in TN can be observed, agreeing well with the literature.
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Figure 2.7. Temperature sweeps of the resistivity of BaFe1.95Co0.05As2 at varying uniax-

ial strains along the [110] axis. Squares point out the value of TN for each curve. (a) shows

data obtained by Malinowski et al., (b) and (c) show 10 point average smoothed data ob-

tained in our work. In (b) and (c), the solid black line shows the first measurement at zero

strain and the dashed black line shows the last measurement at zero strain. The red (com-

pressive) and blue (tensile) strain resistivity curves show a linear offset as strain departs from

zero. The start value and the maximally achieved strain values are indicated. (a) is adapted

from the supplemental material of Ref. [62].

The trend is observed more clearly in Fig. 2.8, where the phase diagram of the

dependence of TN on uniaxial strain is displayed. (a) shows data from Malinowski

et al., while (b) shows the data of our work.
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Figure 2.8. The TN(εdisp) phase diagrams for data from Malinowski et al. (a) and our

data (b). The dashed lines serve as a guide for the eye. (a) is adapted from the supplemental

material of Ref. [62].

Fig. 2.9(a) and (b) show the superconducting transition under tension with data

from Malinowski et al. and our work, respectively. Our data displays what appears

to be a double transition, possibly resulting from a doping inhomogeneity. Still, we

observe the lowering of the normal resistivity, but it appears our amount of uniax-

ial strain was insufficient to start observing a significant reduction in Tc. This is

different for the transition under compression shown in (c) and (d), where we find

the expected increase in normal resistivity, but also a significant decrease in Tc, in

agreement with the data of Malinowski et al. The decrease in Tc with compres-

sion appears to be smaller in our data (1 K in (d) and 4 K in (c)), but the reduced

difference in normal resistivity between the compression curves of the larger strain

values is reflected in the literature data. It implies that the difference in strain expe-

rienced by our sample compared to that of Malinowski et al. is small (∼ 0.1 %)

relative to the difference in decrease of Tc. The difference in strain is perhaps the

result of a difference in differential thermal expansion or epoxy strain relaxation be-

tween our experiment and that of the literature. This non-linear strain effect on Tc

is something we also observe for TN close to zero strain (Fig. 2.8).
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Figure 2.9. The superconducting transitions of BaFe1.95Co0.05As2 under uniaxial strain.

The small arrows at the normal and superconducting states in the figures of Malinowski

et al. (a) and (c) point out the curves corresponding to a strain value of ±0.4 %, which

is the highest strain achieved for a curve in our figures (b) and (d). (a) and (c) are adapted

from Ref. [62].

With the successful reproduction of the literature data, we conclude that our

strain cell and sample mounting method work as intended, and recommend using

Ba(Fe1−xCox)2As2 as a uniaxial strain experiment benchmark material.
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2.2 Other techniques

2.2.1 Four-point resistance measurement

All resistance measurements described in this work have been performed using the

four-point resistance measurement configuration. This setup involves two voltage

contacts between two current contacts. Measuring current and voltage separately

this way eliminates the contact and wire contributions to the resistance and pro-

vides a more accurate representation of the resistance of the sample. We use RS Pro

(or DuPont 4929N) silver conductive paint to create contacts between samples and

30 µm diameter gold wires. In this work, contacts are placed in a way that the cur-

rent flow direction is always along a principal axis, often also the strained and long

axis of the sample.

A typical DC current value applied to our samples is about 500 µA. The choice

for this value is motivated by the balance between measurement noise and sample

heating. A larger resistance R leads to a relatively smaller amount of noise in mea-

sured data. Resistivity ρ is a material property, and ρ = RA/l with l being the

distance between voltage contacts on the sample. As this means that samples with

a larger cross section A will have a smaller R, a larger current is necessary as it helps

mitigate the noise effects. Contrarily, for long, thin samples a smaller current will

suffice. A current that is too large will heat the sample up and can thereby signifi-

cantly affect important parameters such as the superconducting transition temper-

ature. Samples with a smallerAwill heat up faster. Ultimately, a current value high

enough to account for noise and low enough to not heat up the sample is desired.

2.2.2 Laue X-ray diffraction

Laue X-ray diffraction is a commonly used technique where a broad spectrum beam

of X-rays is pointed at a clean, flat surface of a stationary single crystal. Reflected

(or ‘backscattered’) rays result in a diffraction pattern that can be fitted using a pro-

gram like Clip, OrientExpress or Diamond. This way the orientation of the prin-

cipal axes of the probed crystal can be determined. We used Laue X-ray diffraction

on almost every crystal we studied, as knowing the orientation was critical to per-

forming proper uniaxial strain measurements. The device used was a Diffractis 582

made by Enraf Nonius Delft.
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2.2.3 Quantum Design Physical Property Measurement System

The Physical Property Measurement System (PPMS) designed by Quantum De-

sign is the cryostat that has been used the most in the research outlined in this work.

It consists of a 9 T superconducting magnet and a He-4 pulse tube cryocooler, with

a sample chamber temperature range of 1.8 to 400 K. The sample chamber has a

diameter of 2.6 cm allowing for the insertion of some types of Razorbill strain cells

mounted on a multifunction probe. Twelve built-in electrical leads at the bottom

of the sample chamber couple to a number of different probes. More than 20 dif-

ferent measurement options are compatible with the PPMS. The one we used most

is the DC resistance option, closely followed by the rotator option. All options in-

tegrate seamlessly with the Quantum Design MultiVu software environment. Se-

quences can be programmed to automate measurement cycles and may be tailored

to work with third party programs active on a different PC setup.

2.2.4 High magnetic fields

Our measurements on ZrSiS and unstrained LaO0.8F0.2BiS2−xSex were

performed at the High Field Magnet Laboratory (HFML) in Nijmegen. The lab

hosts several large Bitter magnets composed of multiple coils, with each coil made

up of stacked plates crafted from a copper-silver alloy. Static magnetic fields of

33 T and even 38 T can be reached, depending on the magnet. The setups have a

bore of 3.2 cm which allows the insertion of a
4

He cryostat. If fitted with a
3

He

system, the cryostat insert supports measurements down to 0.3 K, while a flow

cryostat allows for good temperature control for measurements in the range of 1.4

to 300 K. Each cryostat insert fits a probe that may carry a rotator or a Razorbill

CS100 strain cell.

27





3 Uniaxial strain effects on the
Fermi surface and quantum
mobility of the Dirac nodal-
line semimetal ZrSiS

ZrSiS has been identified as an exemplary Dirac nodal-line semimetal, in which the

Dirac band crossings extend along a closed loop in momentum space. Recently, the

topology of the Fermi surface of ZrSiS was uncovered in great detail by quantum

oscillation studies. For a magnetic field along the tetragonal c axis, a rich frequency

spectrum was observed stemming from the principal electron and hole pockets, and

multiple magnetic breakdown orbits. In this chapter we use uniaxial strain as a tun-

ing parameter for the Fermi surface and the low energy excitations. We measure the

magnetoresistance of a single crystal under tensile (up to 0.34%) and compressive

(up to −0.28 %) strain exerted along the a axis and in magnetic fields up to 30 T.

We observe a systematic weakening of the peak structure in the Shubnikov-de Haas

frequency spectrum upon changing from compressive to tensile strain. This effect

may be explained by a decrease in the effective quantum mobility upon decreasing

the c/a ratio, which is corroborated by a concurrent increase in the Dingle temper-

ature.
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3.1 Introduction

When investigating the correlated and topological properties of crystalline materi-

als their Fermi surface is often studied, because knowledge of the low-energy exci-

tations close to the Fermi level can foster a fundamental understanding of the elec-

tronic physics at play. In the case of topological matter, Dirac nodal-line semimetals

(NLSMs) provide an excellent playground [65, 69–72]. In these systems the valence

and conduction bands cross each other in a closed loop (the nodal line) inside the

Brillouin zone. The topological character of these materials has been established

in quantum oscillation experiments [6, 73–76]. The small density of states near the

Fermi level can help shine light on the correlated character, as this is predicted to re-

duce the screening of the long-ranged Coulomb interaction [77], making NLSMs

more susceptible to various types of order such as superconductivity or magnetism

[7, 8, 78].

NLSMs have been experimentally investigated in the recent past, for instance

PtSn4 and PbTaSe2 [70, 71]. In these two materials the Fermi level is shared by a

nodal line and topologically trivial bands. The latter makes it more challenging to

search for correlation effects in a topological material, as the quasiparticle behaviour

of the crystal is not governed solely by the electronic states on the nodal line. Con-

versely, in the NLSM ZrSiS the nodal line is the only band feature near its Fermi

level. The dispersion of the bands extends linearly for a relatively large energy range

(0–2 eV), with only a small gap (∼ 0.02 eV) in the Dirac spectrum as a result of

spin-orbit coupling. This gives rise to a cage-like 3D Fermi surface and results in

the physical behaviour of ZrSiS being governed by practically only the topological

aspects of its electronic structure [72]. This makes ZrSiS a very appealing choice for

studying correlated topological matter.

In previous research ZrSiS was studied by means of quantum oscillations (QOs),

identifying its extremal Fermi surface cross sections [73–76]. In the Z-R-A plane,

these are the fundamental α and β pockets. Subsequent work also includes QOs

as a result of magnetic breakdown (MB), and compares them to density functional

theory (DFT) calculations [53, 79, 80]. MB occurs in ZrSiS when a sufficiently high

magnetic field causes quasiparticles to tunnel between the different fundamental

pockets on the nodal line, overcoming the small gap introduced by spin-orbit cou-

pling [50]. In ZrSiS, this gap (and the nodal-line state) is topologically protected by

both the mirror- and inversion symmetry of the crystal structure [81]. Recently, the

physical behaviour of ZrSiS has been probed using hydrostatic pressure as a tuning
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parameter with pressures as high as 57 GPa [82]. The observed changes in the Fermi

surface properties suggests the presence of a pressure-driven topological quantum

phase transition [81–83]. Closely related to hydrostatic pressure, another powerful

experimental tool for exploration of the topological properties of band structures is

the application of uniaxial pressure. In the elastic regime of the sample, the applied

stress relates linearly to the resulting strain. This uniaxial strain response of mate-

rials that have exceptional topological band-structure features has been of great in-

terest in the past few years. Strain has been used to demonstrate tunability of Dirac

states [84, 85], shift phase transition temperatures of materials [38, 62, 86], induce

topological phase transitions [47, 86, 87], and lift the degeneracy of Fermi surface

pockets [88]. As regards ZrSiS, electronic structure calculations have predicted sig-

nificant effects of uniaxial strain on the Fermi surface, notably a large increase of

the MB gap. [89] These calculations have been made for tensile strains between 1

and 4 %, but only for strains along the c axis. We remark, such high strain values

are difficult to realize experimentally.

In this chapter, we report on the effect of uniaxial strain on the Fermi surface

of ZrSiS. A single crystal of ZrSiS was mounted onto a Razorbill CS100 cryostrain

cell and its magnetoresistance (MR) was measured as a function of temperature un-

der uniaxial stress applied along the a axis in magnetic fields up to 30 T. Together

with a related study on ZrSiSe [9], this is the first experiment in which a CS100

strain cell was used to measure a sample at fields this high. Strain-induced changes

in the Shubnikov-de Haas (SdH) oscillations present in the MR data were ana-

lyzed using fast Fourier transforms (FFTs) and the resulting frequency spectra at

each temperature- and strain value were compared. We clearly identify the β peak

at 418 T, which has been absent in previous SdH studies [53, 79]. Moreover, the

contribution of the fundamental β orbit to the conductivity of the sample rela-

tive to the contribution of the α orbit is found to be enhanced in the uniaxially

compressed state. Compressive strain also increases the FFT amplitudes of the MB

peaks, with some of the linear combinations of fundamental frequencies only be-

ing found in the data of the compressed state. In each case, tensile strain demon-

strates the opposite effect. DFT-based band structure calculations for strain along

the a axis corroborate our results.

31



3 Uniaxial strain effects on the Fermi surface and quantum mobility of the Dirac
nodal-line semimetal ZrSiS

3.2 Experiment
ZrSiS single crystals were grown in a carbon-coated quartz tube using stochiomet-

ric amounts of each element together with a small amount of I2. The tube was

then vacuum sealed and heated to 1100
◦

C for one week. The applied temperature

gradient was 100
◦

C. After extracting the crystals they were wrapped in Zr foil and

annealed under high vacuum at 600
◦

C for three weeks. The crystal structure and

composition were verified using powder X-ray diffraction and energy-dispersive X-

ray spectroscopy (EDX).

The crystals were cut into small bar-shaped samples with dimensions of 1–1.5 ×
0.2 × 0.1 mm

3
(a× b× c axis). Thin titanium and gold layers were evaporated on

four lines across the samples in order to create proper contact pads for the wiring. A

sample was mounted on the strain cell (CS100, Razorbill Instruments Ltd [28, 54])

using Araldite glue, in a way that uniaxial stress could be applied along the a axis

and a magnetic field could be applied along the c axis. For a detailed description of

the mounted cell set-up see Fig. 3.5 of appendix 3.A. Four 25 µm gold wires were

arranged according to the four-point probe method to measure the resistance with

a current along the a axis. The wires were connected to the contact pads on the

sample using DuPont 4929N silver conductive paint. Sample resistance was mea-

sured with a Stanford Research Systems SR865A Lock-In amplifier at a constant

current excitation of 2 mA. The uniaxially applied stress was measured via a precal-

ibrated capacitive sensor inside the strain cell using an Andeen-Hagerling 2700A

capacitance bridge. The uniaxial strain ε
disp

= ∆L/L experienced by the sample

was then derived from the applied displacement ∆L (a few µm) and the shortest

distanceL between the two glued ends of the sample (see Fig. 3.5 of appendix 3.A).

In-depth information on strain homogeneity, limitations and reading errors can be

found in the Razorbill CS1x0 Product Datasheet [54].

All transport measurements were performed in a
4

He bath cryostat with a base

temperature of 1.4 K. The magnetic field sweeps were carried out using a resistive

Bitter magnet at the High Field Magnet Laboratory (HFML) at Radboud Univer-

sity with the magnetic field direction along the c axis of the crystal.

32



3.3 Results and Analysis

3.3 Results and Analysis
The sample’s longitudinal resistance Rxx is shown against temperature T in

Fig. 3.1(a). This curve taken upon cooling reveals a residual resistance ratio (RRR)

value of 36, which proves to be sufficiently high for observing pronounced SdH

oscillations. Fig. 3.1(b) shows Rxx against sample strain ε
disp

at T = 1.4 K and

B = 5 T. Negative strain values correspond to compression, while positive strain

values correspond to tension. Uniaxial stress was applied along the a axis. The

data show that there is no significant change in Rxx with strain. This implies that

there is no elasto-magnetoresistance (EMR) present in this material under these

conditions. A set of MR data is shown in Fig. 3.1(c), consisting of six individual

field sweeps at different strain values along the a axis (curves are offset for clarity),

with T = 1.4 K and B ∥ c. The chronological order of the sweeps starts

with a zero strain measurement and is followed by the increasing compression

measurements, shown in red. Then, the increasing tension measurements in blue

were performed, ending with another zero strain measurement (dashed black

line). Both compressive and tensile strain demonstrate a systematic evolution in

curve shape with strain. The curves of the two zero strain measurements overlap

well, which indicates having stayed within the elastic strain regime of the sample.

In Fig. 3.6 of appendix 3.B the difference in Rxx(B) between the strained curves

and the zero strain curve shows the tunability of the quantum oscillations through

the use of uniaxial strain along the a axis.
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Figure 3.1. (a) Cool down R(T ) curve. The longitudinal resistance Rxx in mΩ of the Zr-

SiS sample against temperature T in K. The residual resistance ratio of the sample is 36.

(b) Longitudinal resistance Rxx in mΩ against the applied uniaxial strain εdisp along the

a axis [100], at 1.4 K and 5 T. Negative strain means compression, positive strain means

tension. (c) Longitudinal resistance Rxx in mΩ against the applied magnetic field B in

Tesla for negative and positive strain at 1.4 K. The curves have been offset for clarity, with

the strain for each curve going from negative to positive in a descending fashion. A final

zero strain measurement (dashed black line) falls onto the solid black line and verifies hav-

ing stayed within the elastic regime. The inset shows SdH oscillations of the zero strain

measurement being present at B = 4 T.

In order to investigate the temperature dependence of the MR at different strain

values a second run of strain measurements was performed, the raw MR data of

which are shown and discussed in Fig. 3.7 of appendix 3.C. In Fig. 3.2(a–c) the

derivative of these MR with respect to the inverse magnetic field 1/B is shown

against 1/B in T
−1

, at the minimum (1.4 K) and maximum (8.0 K) temperature
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and at strain values of ε
disp

= −0.28%, zero and 0.34%. Here the other temper-

ature curves (2.2 K ≤ T ≤ 6.0 K) have been omitted to more clearly demonstrate

the temperature and strain effects. The FFT analysis of the corresponding deriva-

tives at all measuredT is shown in Fig. 3.2(d–f). The FFT magnetic field range was

chosen to be 5 − 30 T and the Hann window function was used. The frequency

peaks in Fig. 3.2(d) have been labeled using the fundamental quasiparticle orbits

α and β (shown in the inset), their harmonics and their linear combinations [53].

Low-frequency orbits (δ, γ) have also been identified, but the focus remains on the

higher frequencies. Interestingly, the FFTs show a clear enhancement in frequency

peak structure towards compressive strain ε
disp

= −0.28 %, whereas a tensile

strain of ε
disp

= 0.34 % shows the opposite effect. Frequency peaks that are

visible at multiple strain values are linked with vertical gray dashed lines. Similar

features are observed in the FFTs of the derivatives of the MR data of Fig. 3.1c. See

Fig. 3.8 of appendix 3.D.
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Figure 3.2. (a–c) Derivative plots ofRxx against 1/B at varyingT , for0.28% compression,

zero strain and 0.34% tension. Only the T curves 1.4 K and 8 K are shown here for clarity.

(d–f) FFT plots of the derivative data at correspondingT (indicated by the different colors)

and strain values. The identification of the peak frequencies is given in (d). Vertical dashed

lines link peaks of orbits in theZ-R-A plane under compression to those at different strain

values, if visible. The inset shows the two distinct electron (green, β) and hole (blue, α)

pockets in the Z-R-A plane of ZrSiS, in the zero strain state. These pockets are separated

by a small gap in momentum space ∆k that arises due to spin-orbit coupling. Inset figure

taken from Ref. [53], courtesy of the authors.

Fig. 3.2 evidently shows a large change in proportion of the FFT amplitude be-

tween the two fundamental frequencies in the Z-R-A plane. We also note that

under a uniaxial compression of ε
disp

= −0.28 % the α/β FFT amplitude ratio

has a value less than half (4.5) of that compared to the zero strain case (9.8).

Next we derive the quasiparticle cyclotron mass mc of the fundamental fre-

quencies α and β for different magnetic field ranges. We use the standard thermal
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damping factor of the Lifshitz-Kosevich formula RT = X/ sinh (X), where

X = 14.69mcT/⟨B⟩ [50, 90], with an average field ⟨B⟩ = 2/(B−1
min+B−1

max).

The results are reported in Table 3.1. For the full range, B = 5 – 30 T for α and

10 – 30 T for β, the zero strain mc,full range
values correspond well to those of

previous research [53, 75, 79]. The compressive strain mass values appear to be

slightly lower than at zero strain, but given the error margin this is not a significant

difference.

Table 3.1. Fundamental orbits and their frequencies at zero, −0.28 % compressive and

0.34% tensile strain. Cyclotron masses in me acquired for different magnetic field ranges.

Full range is 5 – 30 T for theα and 10 – 30 T for the β pocket. Themc,varying ⟨B⟩ values are

taken from the field-dependent study (see text and Fig. 3.3). The entries in the rightmost

column are obtained in the range 4 – 11 T and are used for the determination of TD (see

text).

Orbit f (T) mc,full range
mc,varying ⟨B⟩ mc,4−11 T

α0 245 0.15 ± 0.01 0.20 ± 0.04 0.16 ± 0.01

αcomp 243 0.13 ± 0.01 0.18 ± 0.04 0.16 ± 0.01

αtens 247 0.15 ± 0.01 0.21 ± 0.02 0.16 ± 0.01

β0 418 0.42 ± 0.05 0.51 ± 0.10 –

βcomp 419 0.39 ± 0.02 0.40 ± 0.06 –

βtens 415 – 0.53 ± 0.03 –
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Figure 3.3. Quasiparticle cyclotron masses of the α and β orbits obtained from the T -

dependence of the FFT amplitudes with varying average field ⟨B⟩. The dashed lines present

the averagemc values. The error bars are given by the standard error of themc fit parameter.

In order to investigate the field induced mass enhancement along the nodal line

reported in Ref.[79], we have calculated FFTs as described above, but at a shifting

magnetic field range with a constant width 0.03174T
−1

in 1/B, see appendix 3.E.

The deduced cyclotron mass values for the α and β orbits are plotted as a function

of ⟨B⟩ in Fig. 3.3. The data do not reveal a sizeable field dependence ofmc, indicat-

ing field induced correlations effects are very weak or absent. The field averagedmc

values at zero, compressive and tensile strain, indicated by the horizontal dashed

lines in Fig. 3.3, are listed in Table 3.1 as well. Again the compressive strain mass

values appear to be systematically sligthly lower than at zero strain, notably for the

β orbit, but the error bar is large. We remark that the nodal-line mass enhancement

reported in Ref.[79] was obtained for the 600 T orbit, a frequency then attributed

to theβ pocket. However, according to Ref. [53] this frequency has to be attributed
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to the magnetic breakdown orbit 2β − α. The β orbit has a frequency of 418 T

(see Fig. 3.2(d–f)). The FFT amplitudes of the MB orbits obtained in this work are

too small to perform a proper field-dependent cyclotron mass analysis.

In order to obtain the Dingle temperatureTD for theα orbit we show in Fig. 3.4

the semilog plot of D = ∆RB sinh(ξT/∆EN ) against 1/B at T = 1.4 K and

different strain values (see Ref. [91]). Here,∆R is the SdH oscillation amplitude of

the Landau level (LL) at the corresponding B-value, calculated from Rxx by sub-

tracting a background determined by a simple second-order polynomial fit. LLs

between 4 and 11 T were used, as in this field range the α orbit almost completely

dominates the oscillation amplitude. ∆EN (B) = heB/2πmc is the energy gap

between theN th and (N+1)th LL, wheremc is the cyclotron mass for theα orbit

at a field range of 4 to 11 T (listed in the fifth column of Table 3.1), e is the elec-

tron charge and h is the Planck constant. ξ is a constant defined as ξ = 2π2kB
with kB being Boltzmann’s constant. The TD for each strain value can be directly

calculated from the slope of the corresponding linear fit to the data [50, 91]. The

inset of Fig. 3.4 reports the obtained TD values of 6.2 K under compression, 9.1 K

at zero strain and 10.9 K under tension. TD can be used to acquire a quantitative

estimate of the quantum mobility of the α orbit charge carriers, using the relation

µq = (eℏ/2πkBmcTD) [75]. This gives a µq value of 2.1× 103, 1.5× 103 and

1.2× 103 cm
2

V
−1

s
−1

for compressive, zero and tensile strain, respectively.
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Figure 3.4. Dingle plot of the α orbit at three different strain values (evaluated as in

Ref. [91]). ln[D] (defined in the text) is plotted as a function of 1/B. The Dingle tem-

peratures TD are calculated from the slope of the linear fits (dashed lines). Inset: TD as a

function of εdisp. The error bars are small and shown in green. The dotted line is a linear

fit.

3.4 Discussion
This work reports the first results of uniaxially strained ZrSiS at fields up to 30 T.

The identified frequency peaks in Fig. 3.2(d–f) can be compared to the FFT spec-

trum in the literature. The observed fundamental frequencies α and β (f = 245
and 418 T respectively) correspond well to the literature values (see Table 3.2 of

appendix 3.F). There is no significant frequency shift as a result of uniaxial strain

(see Table 3.1). Using the Onsager relation [50] F = (Φ0/2π
2)Aext, this implies

no significant change in area of any of the measured extremal Fermi surface cross

sections. Magnetic breakdown (MB) peaks are situated at similar frequencies as in

de Haas-van Alphen (dHvA) oscillation data analyzed in previous work [53].
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A remarkable feature of our SdH data is the presence of the β peak at 418 T,

which was not observed in previous transport studies [53, 79]. It is clearly visible

in the zero-strain FFT spectrum, and its amplitude increases under compression.

This indicates an increase in the quantum mobility. Note that the β orbit has been

observed in a dHvA study by measuring torque [53].

MB peaks also are more significant under uniaxial compression: 2α − β and

3α−β are not visible in the zero-strain and uniaxially tensioned state. In fact, ten-

sile strain has a completely opposite effect. It suppresses all frequency peaks con-

sisting of orbits that lie on the Dirac nodal line, implying a decrease in quantum

mobility for these orbits. This decrease is corroborated by the Dingle temperatures

for theα orbit, withTD increasing with tensile strain and decreasing with compres-

sive strain.

TD and the quantum mobility are usually determined by the impurity and crys-

tal defect concentration. We do not expect the change of TD is due to a change in

crystal defects, since our measurements are performed in the elastic regime. How-

ever, in a layered material under strain or hydrostatic pressure the quantum mo-

bility will depend on the c/a ratio of the crystal lattice. With the distance be-

tween the layers decreasing, the inter-layer scattering will increase, which will re-

sult in a lower in-plane carrier mobility. For ZrSiS this was recently demonstrated

by combined magnetotransport and X-ray diffraction measurements under hydro-

static pressure [81]. In this study, the quantum mobility of the α orbit (designated

β in [81]) was reported to show an initial decrease at a rate of 30 cm
2

V
−1

s
−1

/GPa.

At the same time the c/a ratio decreases by 0.0005 /GPa. In the case of uniaxial

pressure applied along the a axis we may consider c/
√
ab, rather than c/a. Using

Poisson’s ratio to calculate the lattice parameters under strain (see appendix 3.G)

we find that c/
√
ab amounts to 2.277, 2.272 and 2.267 at −0.28 % compressive,

zero and 0.34 % tensile strain, respectively. The corresponding values of µq are

2.1×103, 1.5×103 and 1.2×103 cm
2

V
−1

s
−1

, calculated using the Dingle tem-

perature as shown in the last paragraph of the Results section. The overall decrease

of c/
√
ab and µq matches the observed changes in the hydrostatic pressure exper-

iment. Thus we ascertain the increase in quantum mobility can directly be linked

to the increase of the c/a ratio.

Another interpretation of the increase in prominence of the MB peaks under

uniaxial compression is a decrease in the MB gap size caused by strain. As the MB

gap size decreases, an exponentially smaller B is needed in order to cause tunneling

events [50]. This will lead to a lower onset magnetic field for the MB orbits and
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should, therefore, be visible in the FFT spectra. However, within our experimental

resolution we did not detect any differences in the onset field. This is supported

by DFT-based band structure calculations that we carried out at zero, compressive

and tensile strain applied along the a axis, see appendix 3.H. The main results are

presented in Fig. 3.11, where the Fermi surface and the magnetic breakdown gap

are presented at different strain values. Notably in Fig. 3.11(b), it is shown that at

these low strain levels significant modifications of the Fermi surface and size of the

MB gap are absent.

Finally, we remark that quasiparticle orbits that go around the entire nodal loop

are not observed. These orbits are referred to as full MB orbits and, in the Z-R-

A plane of ZrSiS, consist of eight tunneling events [79]. Full MB has been clearly

observed in previous work [53, 79] and gives rise to high frequency quantum oscil-

lations (f ∼ 8000 T).

3.5 Summary

To summarize, we have presented a comprehensive uniaxial strain study of ZrSiS

at low temperatures and at fields up to 30 T. We measured the resistance and ana-

lyzed the SdH oscillations to find frequency peaks of extremal Fermi surface cross

sections in the FFT spectra that correspond well to literature values [53]. The fun-

damental β peak in our work is more prominent than in previous SdH research

[53, 79, 80], and is found to be enhanced relative to the α peak in the uniaxially

compressed state. In this state, the MB peaks also are more significant, showing

certain linear combinations of quasiparticle orbits not visible in the zero-strain and

uniaxially tensioned state. Contrary to compressive strain, tensile strain suppresses

all frequency peaks consisting of orbits that lie in the Z-R-A plane, implying a de-

crease in quantum mobility for these orbits. This decrease is supported by the cal-

culated Dingle temperatures for theα orbit and attributed to a lowering of the c/a
ratio. DFT-based band structure calculations under strain along the a axis substan-

tiate that the FFT frequencies of the α, β and MB orbits do not change at these

low strain values. Therefore, future uniaxial strain research on the Dirac nodal-line

semimetal ZrSiS should be directed towards the application of considerable larger

strain values: |ε
disp

| ≫ 0.3%. We note that a related strain study has recently been

performed on ZrSiSe (Ref. [9]).
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Appendices

3.A Strain cell set-up

Fig. 3.5 shows the completed sample mounting set-up for the ZrSiS sample mea-

sured in this work. The strain cell used was the Razorbill CS100. The bar-shaped

sample (thickness ∼ 120 µm) is shown to be glued between the titanium sample

plates using Araldite glue with a 24 hour curing time. In order to prevent an elec-

trical short, four insulated 70 µm copper wires were placed between the sample

and each sample plate right after the glue was applied. The thinner 25 µm gold

wires were attached to the sample on the titanium-gold sputtered contact pads us-

ing DuPont 4929N silver conductive paint. Using the four-point probe method

the sample resistance is measured. The wires are attached to the Razorbill WP100

wiring platform on the left, and a piece of double-sided tape on the right.

Figure 3.5. The ZrSiS single crystal mounted on the Razorbill CS100 strain cell, with

electrical wires arranged according to the four-point probe method. The crystal’s ab plane

faces up and the magnetic field is applied along the c axis. The longer red bar indicates the

shortest distance L between the two glued ends of the sample, while the shorter red bar

indicates the distance between the two voltage contacts.

44



3.6 Acknowledgments

3.B Magnetoresistance of strained ZrSiS relative to the zero strain
measurement

The difference in longitudinal resistance between the strained curves and the zero

strain curve in Fig. 3.1 is defined as ∆Rxx = Rxx,ε −Rxx,ε0 . This ∆Rxx is plotted

against the magnetic field B in Fig. 3.6, for the four different strain values corre-

sponding to those of Fig. 3.1. The oscillations in the∆Rxx shown here indicate the

tunability of the quantum oscillations through the use of uniaxial strain along the

a axis.

Figure 3.6. Difference in longitudinal resistance ∆Rxx in mΩ compared to the zero strain

curve shown in Fig. 3.1, against the applied magnetic field B in Tesla for negative and pos-

itive strain at 1.4 K.
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3.C Magnetoresistance curves of temperature-dependent strain
measurements

The longitudinal magnetoresistance acquired by sweeping the magnetic field paral-

lel to the c axis from 0 to 30 T, at six different temperatures and three different strain

values, is displayed in Fig. 3.7. Negative strain means compression, positive strain

means tension. The three sets of strain curves have been offset by 1 mΩ for clarity.

Curves with higher oscillation amplitudes correspond to lower-temperature data.

Note the large increase in background magnetoresistance of the curves taken under

tensile strain at 3.2, 4.2 and 6.0 K, possibly as a result of non-elastic deformation.

These latter three curves were not used in the analysis of the FFT spectrum of ZrSiS

under strain in Fig. 3.2.

Figure 3.7. Magnetoresistance at varying temperature (1.4 to 8.0 K) and different strain

values. These curves are used to produce Fig. 3.2 The curves for the different strains have

been offset for clarity. Curves with higher oscillation amplitudes correspond to lower-

temperature data.
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3.D FFT plot of the data shown in Fig. 3.1

The FFT plot of Fig. 3.8 shows that, just like for the T -dependent run shown in

Fig. 3.2, uniaxial strain along thea axis has a systematic effect on the frequency peak

structure. Again a weakening of the peak structure is observed upon changing from

compressive to tensile strain.

Figure 3.8. FFT plot of the data shown in Fig. 3.1. The FFTs were taken in the same way

as described for Fig. 3.2, with first derivatives and a magnetic field range of 5− 30 T using

the Hann window function.
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3.E Extraction of cyclotron mass using the Lifshitz-Kosevich fit

The cyclotron mass for a quasiparticle orbit frequency is obtained by fitting the

temperature evolution of the FFT peak amplitude to the thermal damping factor of

the Lifshitz-Kosevich formulaRT = X/ sinh (X), whereX = 14.69mcT/⟨B⟩.

The value for the average field here is defined as ⟨B⟩ = 2/(B−1
min + B−1

max).

Fig. 3.9 shows the fitting process of the compressed α orbit and zero strain β orbit

data for different field ranges and therefore different ⟨B⟩. Note that for the zero

strain β orbit data the small FFT amplitudes make taking the proper peak value

difficult and lead to the relatively large mc fitting error shown in Fig. 3.3.
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Figure 3.9. Temperature dependence of the FFT amplitude of the (a) α pocket at 0.28%
compression and (b) β pocket at zero strain for different field ranges. The different ranges

result in different average fields with ⟨B⟩ = 2/(1/Bmax + 1/Bmin) and are indicated

by the different colors (in (a), curves from top to bottom correspond to descending ⟨B⟩
values). Ranges were taken with equal width in 1/B. Dashed lines are Lifshitz-Kosevich

fits used to extract the cyclotron mass mc,α of the orbit. These fits are used to produce

Fig. 3.3 Other cyclotron masses were obtained in the same way.
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3.F Comparing of observed quasiparticle orbit frequencies to liter-
ature

Table 3.2 lists each observed quasiparticle orbit frequency in this work and com-

pares their values with those listed in the work of Müller et al. (Ref. [53]) and the

frequencies obtained from their density functional theory (DFT) calculations.

Table 3.2. The identified orbits and their observed frequencies, compared to the frequen-

cies observed by Müller et al. (Ref. [53]) and the frequencies obtained from their DFT

calculations. The fundamental frequencies are highlighted in bold. Harmonics such as 2α
and 2β have been omitted.

Orbit f (T) f
Müller

(T) f
DFT

(T)

δ1 7 8 7

δ2 16 16 17

γ1 31 22 57

2α− β 72 60 -

γ2 88 90 156

β − α 173 180 -

α 245 240 240

3α− β 317 300 -

β 418 420 518

4α− β - 540 -

2β − α 591 600 -

α+ β 663 - -
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3.G Elastic properties of ZrSiS

Poisson’s ratios for ZrSiS are determined in the same way as in Schindler et al.
(Ref. [88]) using Voigt notation. The values for the stiffness tensor C of ZrSiS cal-

culated by de Jong et al. (Ref. [92]) are C11 = 255, C12 = 69, C13 = 77,

C33 = 187, C44 = 84 and C66 = 122 GPa, at zero pressure and zero tempera-

ture. Tension along thea axis results in compression along the b axis, with Poisson’s

ratio

ν21 =
C12C33 − C2

13

C11C33 − C2
13

(3.1)

and also results in compression along the c axis, with Poisson’s ratio

ν31 =
(C11 − C12)C13

C11C33 − C2
13

. (3.2)

This results in ν21 = 0.17 and ν31 = 0.34.

In its unstrained tetragonal state, the lattice parameters of ZrSiS area = b = 3.556
Å and c = 8.180 Å. a = b = 3.542 Å and c = 8.049 Å. These are the values ob-

tained by Mülleretal. (Ref. [53]) by using X-ray diffraction on samples grown with

the same method, by the same group (Schoop lab at Princeton University). In this

study, the sample is strained up toε
disp

=−0.28% compression andε
disp

=0.34%
tension along the a axis. See Table 3.3 below for changes in lattice parameters and

volume with strain. The percentual changes in c/
√
ab and their corresponding

µq values with tensile strain show a trend that closely matches that of c/a and µq

with hydrostatic pressure in Gu et al. (Ref. [81]). We use c/
√
ab instead of c/a to

account for the fact that a ̸= b under uniaxial strain.

Table 3.3. The effect of uniaxial strain along the a axis on the lattice parameters and

unit cell volume of ZrSiS. The negative compressive and positive tensile strain values from

Fig. 3.2 been used, together with the calculated Poisson’s ratios.

εdisp(%) along a a(Å) b(Å) c(Å) V(Å
3

) ∆V(%) c/
√
ab ∆(c/

√
ab)(%)

0 3.542 3.542 8.049 100.981 0 2.272 0

-0.28 3.532 3.544 8.057 100.853 -0.13 2.277 0.21

0.34 3.554 3.540 8.040 101.153 0.17 2.267 -0.25
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3.H Band structure calculations of ZrSiS under strain

The Fermi surfaces of four structures with different sets of lattice parameters

were obtained with density functional theory (DFT). The results are based

on the all-electron full-potential augmented plane-wave (FLAPW) formalism,

as implemented in the SPEX code (Friedrich et al., Ref. [93]). We used the

generalized-gradient approximation (GGA) in the PBE parametrization (Perdew

et al., Ref. [94]). Spin-orbit coupling was included in the calculations in a second-

variation scheme. The bases for the calculations were constructed by setting the

maximal angular momentum lmax as 11, 8, and 8 for the muffin-tin parts of Zr,

Si, and S, respectively, and kmax = 3.99 bohr
−1

for the interstitial part. The

Brillouin zone integration was performed on a 14 × 14 × 14 Monkhorst-Pack

k-point mesh. The data for the Fermi surface plots were generated by the

Wannier90 code [95]. We used Wannier90 to interpolate the bands around the

Fermi level at a plane with kz = 0.5 rlu, and k{x,y} ∈ [−0.5, 0.5] rlu, with

101 × 101 k-point mesh, where “rlu” refers to “relative (reciprocal) lattice unit”.

The Wannier90 interpolated bands were subsequently interpolated by cubic

interpolation 4 times and 10 times (thus 4 × (101 × 101) or 10 × (101 × 101)
k-point mesh after cubic interpolation) for both panels of Figure S7.

The lattice parameters of the four structures are shown in Table 3.4. The

internal positions were kept fixed for the four structures as: ZZr = 0.7308 and

ZS = 0.6225.

Table 3.4. The four structures with different sets of lattice parameters used to obtain

the different Fermi surfaces of ZrSiS. Structure 1 uses values obtained from the Materi-

als Project (Ref. [96]) and structure 2 uses values obtained by Müller et al. (Ref. [53]).

Structures 3 and 4 are the values from Müller under compression and tension, respectively,

detailed in subsection G.

Mat. Proj. Müller Compressed Tensioned

(structure 1) (structure 2) (structure 3) (structure 4)

a (Å) 3.554 3.542 3.532 3.554

b (Å) 3.554 3.542 3.544 3.540

c (Å) 8.118 8.049 8.057 8.040
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Fig. 3.10 shows the calculated DFT-based band structures of ZrSiS for the four

structures mentioned in Table 3.4. Fig. 3.11(a) shows the corresponding 2D Fermi

surfaces in the Z-R-A plane in reciprocal lattice units (rlu). Fig. 3.11(b) shows the

MB gap for each structure more closely. Note that there is no significant change

in MB gap size: the Fermi surfaces slightly shift relative to each other, but the gap

size stays the same. The zero-strain results of the calculations are also in excellent

agreement with those performed by Müller et al. and Pezzini et al. (Ref. [53] and

Ref. [79])

Figure 3.10. Calculated DFT-based band structures of ZrSiS for the four structures men-

tioned in Table S3.
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Figure 3.11. The 2D Fermi surfaces in the Z-R-A plane corresponding to the band struc-

tures of Fig. 3.10 are shown in (a). The area enclosed by the black square is displayed larger

in (b).
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4.1 Introduction
A new family of layered superconductors was discovered in 2012 by Mizuguchi

et al., composed of alternately stacked blocking layers and BiCh2 (Ch = S, Se) con-

ducting bilayers, see Fig. 4.1 [97]. The discovery opened up a new dimension to the

field of low-dimensional superconductivity, adding to the cuprates and Fe-based

superconductors. Typically, BiCh2-based superconductors are of the REOBiCh2

type (RE = Rare Earth), which is a band insulator. Sufficiently substituting O sites

with F makes the system semimetallic and leads to superconductivity at low temper-

atures (Tc = 2–10K) through electron-carrier doping [98–103]. In this chapter, we

report investigations of the compound LaO0.8F0.2BiS2−xSex with x = 0.5 and

x = 1.0. With this amount of F-doping no superconductivity emerges for x = 0,

even at low temperatures. However, as shown in Fig. 4.2, substituting S with Se

provides a chemical pressure that causes there to be less in-plane disorder, leading

to a bulk superconducting state [98, 99, 103]. With access to the bulk superconduct-

ing state in these two materials that were made available to us by guest researcher

Kazuhisa Hoshi from the group of Yoshikazu Mizuguchi in Tokyo Metropolitan

University, and with previous characterization measurements performed on them

at lower magnetic field strengths, we decided to pick these materials to further elu-

cidate. More specifically, the goal of this work was to measure the resistance of

LaO0.8F0.2BiS2−xSex (x = 0.5 and 1.0) single crystals in magnetic fields up to

30 T and at temperatures down to 0.35 K to then analyze their upper critical field

Bc2. The superconducting properties of this material family have already been

intensively investigated, yet the exact mechanism that is responsible for their ex-

tremely high Bc2 is still not fully understood.
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Figure 4.1. (a) Schematic crystal structure of LaO0.8F0.2BiS2−xSex, with tetragonal space

group P4/nmm. (b) shows two BiCh2 layers and a LaO blocking layer. The symbol P in

the LaO blocking layer points at the global inversion centre for the LaO0.8F0.2BiS2−xSex

system, while the inversion symmetry is locally broken in each BiCh2 layer. Figure adapted

from Ref. [104].

Figure 4.2. Chemical pressure effect of Se doping, changing the material from a disordered

to an ordered tetragonal phase. Figure adapted from Ref. [105].

In type-II superconductors, Bc2 is mainly determined by the paramagnetic

pair-breaking effect and the orbital pair-breaking effect. The paramagnetic

57



4 Characterizing the upper critical field of the layered superconductor
LaO0.8F0.2BiS2–xSex (x = 0.5 and x = 1.0)

pair-breaking effect is a result of spin polarization attributed to the Zeeman effect.

At sufficiently high magnetic fields, enough magnetic energy (the Zeeman energy)

is available to flip an electron spin between the up and down states, exceeding the

binding energy of the Cooper pairs, destroying superconductivity. The orbital

pair-breaking effect is due to vortex formation. In the presence of a magnetic field,

Abrikosov vortices are formed. These vortices consist of a normal-state core with

a surrounding supercurrent which carries a certain amount of kinetic energy. An

increasing magnetic field will introduce more vortices. If the total kinetic energy

of all the vortices exceeds the binding energy of a Cooper pair, the paired electrons

are decoupled and the material enters the normal state.

The lower one of the two limits generally decides the value of the observed

Bc2. For spin-singlet superconductors, the paramagnetic limit (Pauli limit)

is given by the relation BPwc
= 1.86 Tc when assuming the weak-coupling

limit [106]. Magnetic penetration depth measurements on Bi4O4S3 [107]

and NdO1−xFxBiS2 (x = 0.3 and 0.5) [108], together with specific heat

measurements on LaO0.5F0.5BiSSe [109, 110], suggest that these materials are

fully gapped s-wave superconductors with a strong-coupling nature – the force

holding together the superconducting electron pairs is unusually large. Using

the SC-gap ratio 2∆(0)/kBTc = 5 found in Ref. [110], a strong-coupling

limit would result in a paramagnetic limit for Bc2 given by the relation

BPsc
= 2.5kBTc/

√
2µB ∼ 2.63 Tc [106]. As for the orbital limit, Bc2

at T = 0 is often based on the initial slope of Bc2 at Tc and the relation

BWHH = 0.69Tc(−dBc2/dT )Tc in the dirty limit taken from Werthamer-

Helfand-Hohenberg (WHH) theory [111]. The dirty limit, in which the coherence

length ξ is comparable to or larger than the mean free path l, is assumed due to the

undeniable existence of atomic defects in our crystals [105].

LaO0.8F0.2BiS2−xSex has a centrosymmetric, tetragonal crystal structure with

locally broken inversion symmetry in the BiCh2 layer, see Fig. 4.1. This local inver-

sion asymmetry induces Rashba-type spin-orbit coupling, which is expected to lock

the spin direction onto the ab plane, thereby suppressing the paramagnetic pair-

breaking effect and enhancing Bc2 [112]. The spin polarisation that is attributed

to this local Rashba spin-orbit coupling was directly observed by spin and angle

resolved photoemission spectroscopy (spin ARPES) for LaO0.55F0.45BiS2 [113].

Another property of LaO0.8F0.2BiS2−xSex that is expected to enhance the orbital

limit is its layered structure, as 2D systems and layered superconductors tend to
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have an out-of-plane coherence length ξ⊥(T ) at T = 0 that is smaller than the

layer thickness [104].

The in-plane spin-locking effect of Rashba spin-orbit coupling tends to weaken

interlayer (Josephson) coupling and enhance the 2D nature of superconductiv-

ity. With B ∥ ab, Ref. [104] proposed a situation similar to that of Ref. [114]

with MoS2, in which a reduction in Josephson coupling between superconduct-

ing BiCh2 layers causes Josephson vortices to penetrate the LaO blocking layer and

induce the orbital pair-breaking effect. The mechanism by which this happens is

thought to be analogous to that of the conventional BCS state: the depairing of the

electrons happens when the kinetic energy associated with the supercurrents of the

Josephson vortices exceeds their condensation energy. Demonstrating whether or

not this Josephson vortex state (also known as the complex-stripe phase) is estab-

lished in LaO0.8F0.2BiS2−xSex can be done experimentally in three ways. Firstly,

when the Bc2(T ) curve shows an upturn as it approaches low T , it can be in-

terpreted as a crossover from the conventional BCS (or Abrikosov) phase to the

Josephson vortex state, see Fig. 4.3 [114, 115]. A transition to the so-called helical

phase is then expected to follow up at a higher magnetic field region of the phase

diagram [115], manifesting as a downturn in the dependence of Bc2 on T . This

helical phase is a consequence of the Josephson vortices penetrating between the

blocking layers, effectively weakening the Josephson coupling and introducing in-

dependent superconducting states in the BiCh2 layers [115].

Secondly, the out-of-plane coherence length ξ⊥(0) can be evaluated and com-

pared to the thickness of the blocking layer. In the case of the Josephson vortex

state, ξ⊥(0) is to be smaller than the blocking layer thickness, but greater than half

of it. Lastly, Josephson vortices can be confirmed by measuring a change from 3D

to 2D behavior. This can be done through the fitting of the angle dependence of

Bc2 with the anisotropic 3D Ginzburg-Landau (GL) model and the 2D Tinkham

(TH) formula [10]. The best fit of the two would imply the dimensionality of the

material.
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Figure 4.3. Normalized phase diagram displaying the dependence of the in-plane upper

critical field on the temperature. As the temperature is lowered, an upturn in the behavior

of the in-plane upper critical field is linked to the entering of the complex-stripe phase.

Further lowering of the temperature is then met by a downturn, linked to the entering of

the helical phase. Figure adapted and edited from Ref. [115].

Hoshi et al. performed static and pulsed field measurements on

LaO0.5F0.5BiS2−xSex (x = 0.22 and 0.69) and observed the described

upturn behavior of Bc2(T ), but no clear transition to the helical phase [104]. A

ξ⊥(0.47) of 0.22 (x = 0.22) and 0.23 nm (x = 0.69) was found, smaller than

the blocking layer thickness of 0.26 nm. At T = 2.5 and T = 3.5 K for the

respective doping amounts, both Bc2(θ) data were fit best with the anisotropic

3D GL model, implying 3D dimensionality.

With the experimental groundwork laid out and a potential explanation for the

behavior of the Bc2 of REOBiCh2 materials postulated, we aimed to further elu-

cidate the relevant mechanisms and characterize the Bc2 of LaO0.8F0.2BiS2−xSex

(x = 0.5 and 1.0). The resistance of the materials was measured at temperatures

down to T = 0.35 K and static magnetic fields up to B = 30 T to construct

a more complete picture of the Bc2(T ) phase diagram and perform an out-of-

plane coherence length analysis. The angle dependence of Bc2 was fitted with the

anisotropic 3D GL model and the 2D TH formula, providing a dimensional anal-
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ysis of the two materials at T = 0.35 K. The behavior of our samples proves to be

in line with previous, higher temperature measurements on other samples of the

same batch. Those measurements were performed by Kazuhisa Hoshi (obtained

through private communication) and Marc Salis, a PhD student in the group of

Anne de Visser [116]. The low-T data follows the upturned trend of high-T data.

With the Bc2 of both doping levels greatly exceeding the Pauli and WHH orbital

limit, it can be assumed that both the paramagnetic and orbital pair-breaking effect

are strongly suppressed. At T = 0.35 K, a significant downturn in the depen-

dence of Bc2 on T is still not observed. The out-of-plane coherence lengths were

calculated from our obtained experimental parameters, giving ξ⊥(0) = 0.54 nm

for x = 0.5 and ξ⊥(0) = 0.46 nm for x = 1.0. The dimensionality analysis

provided no clear answer, as the angle-dependent data of both doping levels were

not matched better by one fit or the other. These results strongly suggest that the

Josephson vortex state is not realized in LaO0.8F0.2BiS2−xSex. However, further

research could perhaps provide a more decisive dimensionality analysis. Our results

add to the existing wealth of knowledge on high Bc2 superconductors and the re-

lationship between superconductivity and local inversion symmetry breaking.

4.2 Sample acquisition and characterization
The single crystals used in this study were provided by Kazuhisa Hoshi. They be-

long to a batch synthesized using a high-temperature flux method in a quartz tube

in vacuum [117], as described in Ref. [104]. An energy-dispersive X-ray (EDX) anal-

ysis was performed to estimate the stoichiometric composition of the samples and

showed their values to be consistent with the nominal composition. Typical sample

dimensions were around 1× 1× 0.1 mm
3

(a× b× c).

All resistance measurements were performed using the four-point probe method

with the current flowing along the ab-plane. Characterization of the samples used

in this study was first done in the PPMS using the rotator probe down to a tempera-

ture of 2 K. The observed superconducting transitions had a Tc that corresponded

well to the literature [103]: 2.88 K for x = 0.5 and 2.76 K for x = 1.0. The

samples were rotated to identify the position in which the ab-plane of the samples

was parallel to the magnetic field direction. Magnetic fields up to 9 T were then

applied at 2 K to measure the Bc2 of the samples parallel to the ab-plane. This gave

Bc2 = 5.6 T for x = 0.5 and 3.4 T for x = 1.0, generally in line with previous

measurements performed by Kazuhisa Hoshi and Marc Salis on other samples of
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the same batch [116]. The values for Bc2 were acquired by taking the onset value of

the superconducting-to-normal transition.

The remainder of the measurements in this work were performed in Nijmegen at

the High Field Magnet Laboratory (HFML) in a
4

He bath cryostat with a
3

He base

temperature of 0.35 K. The magnetic field sweeps were carried out using a resistive

Bitter magnet. Fig. 4.4 shows the cool down measurement of the resistance of two

samples measured in Nijmegen using the four-point probe method with 30µm di-

ameter gold wires. These were mounted on a rotator cryostat-insert together with

a Hall probe that functioned as a field angle calibrator, see Fig. 4.5. The two sam-

ples shown in Fig. 4.4 provided the most clear data out of the sample set. Their

analysis and data are therefore shown throughout the rest of this chapter. The Tc

values of the x = 0.5 and 1.0 samples are found to be 2.65 and 2.81 K, respec-

tively. The superconducting transition of the x = 0.5 sample in Fig. 4.4 shows a

jump near the bottom end of the transition. The measurements in Nijmegen were

performed using a Stanford Research Systems SR865A Lock-In amplifier for an

enhanced signal-to-noise ratio (SNR), as the measured sample resistance was small

relative to the large contact resistance (∼ 300 Ω). This phase-sensitive detection

method is an AC transport technique that can introduce odd lineshapes near su-

perconducting transitions that are not observed with DC techniques [118]. In order

to reduce the effect of the superconducting phase on the lineshape of our data, the

data shown in Fig. 4.4 takes into account the in-phase (X) and quadrature (Y )

components with R =
√
X2 + Y 2

, through which the phase dependency is re-

moved. However, an odd-looking lineshape persists, possibly due to differences in

Tc between regions of the sample, inductive coupling caused by phase shifting near

Tc, and/or signal-processing effects [118]. Although the lineshape is not ideal for

further data analysis, we chose to try and take into account every possible interpre-

tation of the data. If a line is drawn through the main drop of the transition, this

intersects the R = 0 axis at a Tc of 2.91 K, corresponding much better to the pre-

vious data from Salis and Hoshi. In the rest of this chapter, we keep acquiring Bc2

by taking onset values and all data shown has been analyzed with a great emphasis

on consistency.
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Figure 4.4. Cool down measurements of the resistance of LaO0.8F0.2BiS2−xSex (S1 x =
0.5 and S2 x = 1.0), performed in Nijmegen at zero external field.

Figure 4.5. Sample 1 and a second sample mounted on the rotator insert and connected

with gold wires. The Hall probe is positioned on the back side of the rotating sample plat-

form.
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4.3 Results and discussion
Fig. 4.6(a,b) shows a series of magnetic field sweeps of the resistance of both sample

1 (S1, x = 0.5) and sample 2 (S2, x = 1.0) at varying magnetic field angles and at a

temperature of 0.35 K. At a field angle of 0◦ the field is parallel to the out-of-plane

c axis, while at a field angle of 90◦ the field is parallel to the ab plane. S1 and S2

both show a small angle mismatch of 1.5◦ with 88.5◦ being the angle at which the

samples show the highest Bc2. Although the apparent resistance of S1 isn’t 0 mΩ
before starting the superconducting-to-normal transition, we still assume the sam-

ple to be in the superconducting state at B = 0 and R ∼ 20 mΩ. The same

sample has shown an appropriate zero-resistance in its superconducting state dur-

ing the characterization measurements in the PPMS. Non-zero resistance offsets

below Tc tend to be common in samples measured with AC transport techniques,

so we believe this offset can be explained by signal-processing effects [118].
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Figure 4.6. Dimensionality analysis of LaO0.8F0.2BiS2−xSex (x = 0.5 and 1.0). (a)

and (b) show a series of magnetic field sweeps of the resistance of S1 (x = 0.5) and S2

(x = 1.0), respectively. The squares mark the onset of the superconducting-to-normal

transition. The measurements were performed at T = 0.35 K. At a field angle of 0◦ the

field is nominally parallel to the out-of-plane c axis, while at a field angle of 90◦ the field

is nominally parallel to the ab plane. (c) and (d) show the dependence of Bc2 on the field

angle by respectively plotting the onset values taken from (a) and (b). The insets of (c) and

(d) show a smaller angle range of the same data and point out the fits to the anisotropic 3D

Ginzburg-Landau (GL) model and the 2D Tinkham (TH) formula.

Fig. 4.6(c,d) shows the dependence ofBc2 on the field angle by respectively plot-

ting the onset values taken from Fig. 4.6(a,b). To avoid cluttering, not all curves

corresponding to the points shown in Fig. 4.6(c,d) are plotted in Fig. 4.6(a,b). The
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data of both samples are fitted to the anisotropic 3D GL model and the 2D TH

formula [10], given by:

3D GL:

(
Bc2(θ)cos(θ)

B⊥
c2

)2

+

(
Bc2(θ)sin(θ)

B
∥
c2

)2

= 1 (4.1)

2D TH:

∣∣∣∣Bc2(θ)cos(θ)

B⊥
c2

∣∣∣∣+
(
Bc2(θ)sin(θ)

B
∥
c2

)2

= 1. (4.2)

To take into account the angle mismatch, θ was replaced by θ +m, with m being

the angle mismatch in degrees. With few datapoints around the maximum of the

Bc2, it proved difficult to get a nice fit for both models. Therefore, a minimum

for the peak value of the fits was set as a hard boundary, using the Bc2 value of the

datapoint with the highest Bc2 (88.5◦) as the minimum value. Both fits follow

the data quite well, however, their difference is too small to be able to draw any

conclusions regarding the dimensionality of the samples. Dimensionality analysis

was performed on LaO0.5F0.5BiS2−xSex by Hoshi et al. [104] and shows the GL

3D and 2D TH fits to be more distinguishable. This is due to the value of the B
∥
c2

being much smaller than is the case in our data (3 T versus 20 T), making theirBc2

peak much less sharp. The rounded peak of the GL 3D fit and the cusp-like peak of

the 2D TH fit are therefore hard to differentiate here. The low quality field angle

data close to B ∥ ab that has been omitted due to significant signal processing

effects reduces the amount of available datapoints in Fig. 4.6(c,d), adding to the

difficulty of assessing the match of the data to the fits.

Fig. 4.7(a,b) shows a series of magnetic field sweeps of the resistance of S1 and

S2 at varying temperatures and a fixed field angle of B ∥ ab. In order to more

clearly display the data in Fig. 4.7(a), the R axis was normalized with respect to

the normal-phase resistance of the T = 1.32 K curve and R0 was offset so that

the superconducting state consistently shows R = 0 mΩ. Again, we believe the

non-zero resistance below Tc can be explained by signal-processing effects [118].
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4.3 Results and discussion

Figure 4.7. (a,b): Magnetic field sweeps of the resistance of S1 (x = 0.5) and S2 (x = 1.0),

respectively. Now, a fixed field angle of B ∥ ab is used, while the temperature is varied.

Squares mark the onset of the superconducting-to-normal transition. Curves in (a) are

normalized and offset. (c) and (d) show the Bc2(T ) phase diagram using data obtained

in this work (blue), and data from Marc Salis (red, Ref. [116]) and Kazuhisa Hoshi (green,

private communication). The solid black lines are second-order polynomial fits that func-

tion as a guide to the eye. The conventional limits are pointed out by black triangles on the

left of each graph. These include the weak-coupling and strong-coupling Pauli limits (BPwc

and BPsc
) and the orbital limit (BWHH). The insets use a smaller scale of the same data in

order to display the trend of the B ∥ c datapoints more clearly.

Fig. 4.7(c,d) shows the Bc2(T ) phase diagram for both doping levels for B ∥ c
and B ∥ ab. The datapoints are a compilation of the samples measured in

this work (S1, S2), by Marc Salis in the Heliox 3-He refrigerator (S3, S4) [116],

and by Kazuhisa Hoshi in the PPMS (S5, S6) (private communication). The
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weak-coupling and strong-coupling Pauli limits (BPwc
and BPsc

) and the orbital

limit (BWHH) are calculated and included for both samples. It is immediately

evident that all of these limits are easily broken, implying that the corresponding

pair-breaking effects are greatly suppressed. In both samples at B ∥ ab the second

order polynomial trend appears to continue down to base temperature, showing

no significant sign of a downturn.

In order to calculate the out-of-plane coherence lengths of the two samples at

T = 0, the following expressions are used [104]:

ξ∥(0) =

√
Φ0

2πB⊥
c2(0)

(4.3)

ξ⊥(0) =
Φ0

2πξ∥(0)B
∥
c2(0)

(4.4)

whereΦ0 is the flux quantum. B⊥
c2(0) andB

∥
c2(0) are estimated from Fig. 4.7(c,d)

by fitting the data to a second order polynomial fit and taking the value of Bc2 at

T = 0. For x = 0.5, B⊥
c2(0) = 0.57 T and B

∥
c2(0) = 25.4 T giving ξ∥(0) ∼

24 nm and ξ⊥(0) ∼ 0.54 nm. For x = 1.0, B⊥
c2(0) = 0.28 T and B

∥
c2(0) =

20.8 T giving ξ∥(0) ∼ 34 nm and ξ⊥(0) ∼ 0.46 nm. With the blocking layer

thickness being 0.26 nm, Josephson vortices are possible if ξ⊥(0) lies between 0.13
and 0.26 nm. See Fig. 4.8 for an example of how a Josephson vortex would run in

the layered structure. Neither of our samples show a ξ⊥(0) that implies a 2D system

and with it the presence of Josephson vortices.
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4.3 Results and discussion

Figure 4.8. Schematic representation of a Josephson vortex penetrating the blocking layer

with a ξ⊥(0) between 0.13 and 0.26 nm. Figured edited from Ref. [104]

The Bc2(T ) phase diagram presented in this work corresponds well to the liter-

ature when taking into account the differences in doping levels and the method of

taking Bc2 values from field sweep data [103, 104]. The latter offers an explanation

for the relatively large difference in ξ⊥. In Ref. [104], Bc2 is defined as the intersec-

tion of the extrapolation of the ρab(B) curve and ρn (the normal-state resistivity).

In most studies, Bc2 values are estimated by taking the value of Bc2 at which the

resistivity is 50% of the normal state value ρn (the ‘50% criterion’) [109, 119]. This

is why the values of Bc2 obtained in Ref. [104] are likely overestimated, leading to

underestimated values of ξ⊥. Since this work uses the superconducting-to-normal

transition onset values forBc2, it is likely that the values for ξ⊥ are somewhat over-

estimated. However, the fact that the Bc2 values for high-temperature data (sam-

ples S3-6) were already analyzed using the onsets made it – combined with the line-

shapes of the temperature-dependent data of S1 – necessary to keep taking onset

values for Bc2 in this work. Since the lineshapes of Fig. 4.7(b) lend themselves well

to a 50% criterion analysis, we decided to compare the corresponding B
∥
c2(0) to

the B
∥
c2(0) evaluated using the onset method. For S2, the 50% criterion gives a

B
∥
c2(0) of 24.0 T. This is more than 20.8 T, the B

∥
c2(0) evaluated using the onset

method, but gives a ξ⊥ of 0.57 nm, still nowhere near the blocking layer thickness

0.26 nm. Taking all of the above into account, we consider it highly unlikely that

the ξ⊥(0) of S1 or S2 is smaller than the thickness of the LaO blocking layer. With

the likely underestimation of ξ⊥ in Ref. [104] for LaO0.5F0.5BiS2−xSex (x = 0.22
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and 0.69) and our presented values of ξ⊥ for LaO0.8F0.2BiS2−xSex (x = 0.5 and

1.0), we reason that there is no presence of a complex-stripe phase in these BiCh2-

based superconductors.

Consequently, a possible explanation for the extremely largeBc2 of BiCh2-based

superconductors could be spin-triplet superconductivity. UCoGe and UTe2 also

exhibit largeBc2 values, showing the same kind of upturn in theBc2(T ) phase dia-

gram without subsequent downturn [120, 121]. In conventional Rashba supercon-

ductors that possess global inversion symmetry, spin-singlet and spin-triplet states

can be mixed in the superconducting phase [122, 123]. It has also been shown that,

in theory, a mixed-parity state can be achieved in a material by breaking the local

inversion symmetry [124]. BiCh2-based systems have been proposed to be one of

these mixed-parity superconductors with a dominant triplet component and a sub-

dominant singlet component [125]. This kind of mixture is also incompatible with

the complex-stripe phase, as the latter can only emerge in spin-singlet systems with-

out a mixture of spin-triplet superconductivity [126]. However, BiCh2-based sys-

tems would be unique in that they would be the first parity-mixed superconductors

that are centrosymmetric, or a 2D system [122, 123]. This keeps the BiCh2-based

superconductors in the spotlight and warrants more research with the aim to fully

understand the role of local inversion symmetry breaking in the formation of the

superconducting state.

4.4 Conclusion and outlook
We have reported a high magnetic field study of the Bc2 of LaO0.8F0.2BiS2−xSex

(x = 0.5 and 1.0) with the aim to characterize this material family and learn more

about the relationship between superconductivity and local inversion symmetry

breaking. Specifically, we set out to examine the claim made by Hoshi et al. in

Ref. [104] about how the Josephson vortex state (also known as the complex-stripe

phase) could be the mechanism responsible for the extremely high Bc2. In that

case, Josephson vortices may induce the orbital pair-breaking effect. We find that at

T = 0.35 K our dimensionality analysis does not clearly show the materials to be

best described by either 2D or 3D behavior. Our Bc2(T ) phase diagram demon-

strates that the Bc2 values of both materials greatly exceed the conventional limits.

Additionally, no downturn in the upwards trend in Bc2 as T → 0 is observed,

implying the absence of the helical phase. The calculated out-of-plane coherence

lengths ξ⊥(0) are not small enough to suggest the presence of Josephson vortices.
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In light of these results, we conclude that there is no presence of a complex-stripe

phase in these BiCh2-based superconductors. An alternative mechanism respon-

sible for the high Bc2 in these materials could be a mixture of spin-singlet and

spin-triplet superconductivity due to local inversion symmetry breaking, as also

suggested by Hoshi et al.. Further research on BiCh2-based systems could perhaps

provide a more decisive picture regarding their dimensionality at low temperatures.

Our results rule out the existence of a Josephson vortex state in these materials and

thereby further narrow down the search for the mechanism responsible for the high

Bc2 in BiCh2-based superconductors.
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5.1 Introduction
Bismuth has proven over time to be an interesting material due its peculiar elec-

tronic properties. It has a very low carrier density, but still becomes superconduct-

ing at very low temperatures [127]. It has played an important role in the discovery

of the Shubnikov-de Haas (SdH) and de Haas-van Alphen (dHvA) effects in the

early 20
th

century, being the very first substance whose Fermi surface has been ex-

perimentally mapped out [50]. In combination with the Onsager relation, these

effects led to the Fermi surface of most metallic elements being reconstructed by

the 1970s [128]. With the analysis of topological properties of materials being a

hot topic in condensed matter physics right now, bismuth again takes the stage.

The band structure of bulk bismuth has a few key features: a direct band gap Eg

at the L point in the Brillouin zone, an indirect band gap E0 at the T point and

no other band crossings at the Fermi level, see Fig. 5.1 (figure adapted from [129]).

Both of these gaps are inverted, meaning there is an even number of inverted gaps.

This property gives rise to a topologically trivial value of the Z2 invariant, leading

to bulk bismuth being non-topological [130, 131]. The latter has been experimen-

tally observed in angle-resolved photoemission spectroscopy measurements [132–

134]. Transport studies performed on bismuth doped with antimony (Bi1−xSbx)

have demonstrated the presence of a semimetal-to-semiconductor (SMSC) [135]

and a trivial to topological (TT) [4] transition, justifying the idea of bismuth being

a compelling candidate for research on topological phase transitions.

Figure 5.1. LDA band structure of bulk bismuth around the T and L points. The electron

and hole pockets are shown together with the direct band gapEg and the indirect band gap

E0. Figure adapted from [129].

Local-density approximations (LDA) of DFT performed in the past have

greatly overestimated the size of the band gaps of bismuth, which tends to be
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a common characteristic of inverted gaps [136, 137]. Recently, quasiparticle

self-consistent QSGW calculations performed by Aguilera et al. [129] have

described a band structure of bismuth with gap sizes that are in a much better

agreement with experiments: Eg = 13 and E0 = −33 meV [138–144]. With

the phase boundary at which bismuth becomes topologically nontrivial much

closer, the paper presents that only modest amounts of 0.3 % and −0.4 % in-plane

strain are calculated to be necessary to induce the SMSC and TT phase transition,

respectively, see Fig. 5.2 [129]. With uniaxial strain being a potential tool, we

aimed to experimentally explore the 3D topological properties of undoped bulk

bismuth.
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5 Uniaxial strain effects on the Fermi surface of bulk bismuth

Figure 5.2. (a) LDA, GGA, GW , and QSGW calculations for the direct band gap Eg

of bulk bismuth at the L point for different in-plane strains. (b) The three relevant elec-

tronic phases as a function of strain. (c) LDA, GGA, GW , and QSGW calculations for

the indirect band gap E0 for different in-plane strains. Gray shaded areas represent ranges

of experimental values in literature [64, 138–144]. Figure adapted from [129].
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In this chapter we describe the crystal structure of bulk bismuth as hexagonal.

The in-plane and out-of-plane lattice constants are a0 = 4.5460 Å and c0 = 11.862

Å with a c0/a0 ratio of 2.6093, measured at 298 K [64]. It owes its semimetallic

character to the indirect overlap of the valence band at the T point and the conduc-

tion band at the L point. Consequently, the 3D Fermi surface of bismuth consists

of three small ellipsoid electron pockets at L and one ellipsoid hole pocket at T, see

Fig. 5.3. Note that the axes are defined as the binary, bisectrix and trigonal axes.

Figure 5.3. (a) Illustration of the 3D Fermi surface of bulk bismuth. The hole pocket in

magenta is situated at the T point in the Brillouin zone along the trigonal axis. The three

electron pockets in blue are situated at the equivalent L point with a 2π/3 interval. The

latter are tilted 6
◦

away from the binary-bisectrix plane in the trigonal direction. Figure

adapted from [145]. (b) Sketch of the Brillouin zone and Fermi surface of bismuth, with

enhanced Fermi surface size to make it visible. The hole pocket is shown in red and the

electron pockets are shown in green. Figure adapted from [146].

The effect of uniaxial strain on the band structure of bulk bismuth has been pre-

viously studied, yielding results that suggest large changes in extremal orbit area of

the quasiparticle orbits with small amounts of strain [147, 148]. Strain-dependent

shifts of the quantum limits of electron pockets have also been observed [149]. The

calculations of Aguilera et al. [129] predict changes in the band structure – and

with them, phase transitions – with strain as described earlier, however, changes in

extremal quasiparticle orbit area are small for small amounts of strain. According

to the calculations, 0.1 % uniaxial strain along the trigonal axis would translate to
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5 Uniaxial strain effects on the Fermi surface of bulk bismuth

0.0279 % in-plane strain, with no phase transition and small changes in extremal

orbit area as a result (see Fig. 5.2 [129]). This makes identifying the effect of uni-

axial strain on the band structure of bulk bismuth using electronic transport mea-

surements challenging. With the existing literature data on bulk bismuth under

strain being unsatisfying, we take a closer look and attempt to reproduce it before

also performing a cyclotron effective mass analysis with the goal to observe small

changes in the band gaps. The latter is based on a paper by Cankurtaran et al.
[150], which concludes that the variation of the band gap at the L point has a con-

siderable influence on the behavior of the cyclotron masses (mc) of the (electron)

charge carriers in semimetallic Bi1−xSbx alloys (x < 0.07). The authors use the

Lax model (also known as the ellipsoidal non-parabolic model, ENP) [151] to link

mc and Eg , which is described by

αxxk
2
x + αyyk

2
y + αzzk

2
z + 2αyzkykz = (2m0/ℏ2)EF (1 + EF /Eg) (5.1)

where x, y and z refer to the binary, bisectrix and trigonal axes respectively, αij

are the components of the inverse mass tensor α̂ for electrons from which mc can

be derived and EF is the electron Fermi energy measured from the bottom of the

conduction band. mc was already known to decrease with Sb doping, but it was

found experimentally that Eg decreases with Sb doping as well, as predicted by

Golin in 1968 [152]. Hence a decrease in gap size would correlate with a decrease in

cyclotron mass. Taking into account the calculations of Aguilera et al. [129], with

uniaxial tension along the trigonal axis resulting in an in-plane compression, the

strain should lead to a decrease in gap size at the L point and therefore a decrease in

cyclotron mass.

We also investigated the effect of uniaxial strain on Bi0.96Sb0.04. This alloy is

interesting because it slightly moves the band structure of bismuth towards that of

antimony, thereby decreasing the size of both band gaps [153]. The smaller band

gaps should lead to smaller strains being necessary to induce a phase transition, be

it SMSC or TT.

Here we report the bulk bismuth crystal sample acquisition and characteriza-

tion, followed by an attempt at reproducing literature values of 3D Fermi surface

parameters. We find small systematic changes with strain, but have difficulty repro-

ducing strain literature and linking our findings to the calculations put forward by

Aguilera et al [129]. Larger strains exerted along the trigonal axis of both bulk bis-

muth and bismuth doped with antimony could shine more light on the experimen-
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tal validity of the theoretical predictions and thereby the 3D topological properties

of bismuth.

5.2 Sample acquisition and characterization

Our bismuth single crystals were obtained through Goodfellow and through

MaTeck [154, 155], where they were grown using the Bridgman method. Both

quotations were for single large pieces of bismuth crystal with at least 3 mm

thickness (trigonal axis) and about 8 mm diameter (bisectrix-binary plane). We

used the Laue x-ray back reflection method to determine the exact orientation of

the bisectrix and binary axis of both crystals, see Fig. 5.4.

Figure 5.4. Laue photo made in the direction of the trigonal axis of the MaTeck bismuth

crystal. The symmetric bisectrix and asymmetric binary axis are shown in red and blue,

respectively.

The crystals were spark-cut into small bar-shaped samples with dimensions of

3× 0.4× 0.18 mm
3

(a× b× c), see Fig. 5.5. Here, a, b and c correspond to dif-

ferent crystal axes depending on the sample, see Table 5.1. a is always the strain and

current flow direction, while c is always the direction along which a magnetic field
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is applied when measuring magnetoresistance unless measuring the dependence of

the sample resistance on a varying magnetic field angle.

Figure 5.5. A photo of one of the bismuth samples with typical dimensions, labeling the

a, b and c axes.

Table 5.1. The orientation of each sample reported in this chapter.

Bi#1,2,3 Bi#4,5,6,MT1,MT2 Bi#7 Bi#8

Bi0.96Sb0.04#1 Bi0.96Sb0.04#2,4 Bi0.96Sb0.04#3

a (∥ ε, I) bisectrix binary trigonal binary

b trigonal trigonal bisectrix bisectrix

c (∥ B) binary bisectrix binary trigonal

Because of the low carrier density of bismuth, defects can play a large role in the

visibility of QOs in the magnetoresistance. In order to determine the purity of the

samples and get a rough idea of the density of defects such as dislocations, the resid-

ual resistance ratio (RRR) was determined using RRR = R(300K)/R(2K), see

Fig. 5.6 and Table 5.2. These characterization measurements were performed using

a transport-measurement puck in the PPMS with the four-point probe method.

The strain measurements were also performed in the PPMS, using the Razorbill

CS100 strain cell as described in the experimental section of this thesis.
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Figure 5.6. Temperature sweep of the resistance of Bi#4. The RRR for this sample is 20.2.

Table 5.2. RRRs belonging to the bismuth samples reported in this chapter.

Bi sample #1 #2 #3 #4 #5 #6 #7 #8 #MT1 #MT2

RRR 7.7 13.1 8.1 20.2 8.2 7.3 8.0 3.3 22.3 21.9

The RRR values of our samples were rather disappointing compared to those

in the literature obtained from the same commercial provider (MaTeck), with lit-

erature values ranging from 230 to 600 [156–158]. Perhaps the spark-cutting intro-

duced a defect structure on the edges of the samples, which can be removed by etch-

ing. We etched a number of samples to attempt to increase the RRR by dowsing

them in a solution consisting of 30 % HNO3 for 2 minutes [159]. In a GoodFellow

sample, this resulted in a sample with clean, shiny surfaces and increased the RRR

from about 6 to 9. In our MaTeck samples, this never resulted in a RRR higher

than 30. Both MaTeck samples described in this chapter (Bi#MT1,MT2) had been

etched.

Our Bi0.96Sb0.04 samples were obtained from a batch of crystals grown

by Yingkai Huang. The samples were spark-cut with the orientation
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a × b × c = bin × trig × bis, with the same dimensions as for the Bi

samples. Three samples (Bi0.96Sb0.04#1,2,3) were characterized on the puck

before being measured on both the rotator probe and the CS100 in the PPMS. See

Fig. 5.7 for the cool down measurement of the resistance of Bi0.96Sb0.04#1,2,3.

Figure 5.7. Temperature sweeps of the resistance of Bi0.96Sb0.04#1, #2 and #3.

5.3 Results and discussion

5.3.1 Bi QO frequencies under uniaxial strain

Fig. 5.8 shows a series of field sweeps up to 9 T of the longitudinal (along the a axis)

magnetoresistance of four bismuth samples with a varying orientation. The sweeps

were performed under varying amounts of uniaxial strain at a temperature of 2 K.

Each sample was mounted in the CS100 strain cell and positioned in the PPMS

in the same manner, as described in the previous section. SdH oscillations are ob-

served for each sample. The reason the data of these four samples are displayed

is because they show the clearest QOs for their orientation. The strain values are

displayed in the chronological order of the measurements performed, ending with
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a zero-strain return measurement to demonstrate having stayed within the elastic

regime of the samples. There are slight differences in strain values between samples

due to differences in glue locations. These lead to differences in strained sample

length L, but they are small enough to make a good qualitative comparison be-

tween the orientations.

Figure 5.8. Field sweeps up to 9 T of the longitudinal magnetoresistance of four Bi sam-

ples, each with a different combination of field and strain orientations. These orientations

are shown in Table 5.1. The temperature was held constant at 2 K. Uniaxial compressive

strain is shown in red, while uniaxial tensile strain is shown in blue. A final zero strain mea-

surement (dashed black line) consistently falls onto the solid black line and verifies having

stayed within the elastic regime of the samples.
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5 Uniaxial strain effects on the Fermi surface of bulk bismuth

Fig. 5.9 shows the derivative of the MR series of Fig. 5.8 with respect to the in-

verse magnetic field against 1/B.

Figure 5.9. Derivative plots of the values forRxx in Fig. 5.8 against 1/B. The same colors

correspond to the same strain values. The displayed field range is 0.17 – 9 T for (a–c) and

0.33 – 9 T for (d). The curves in (c) are almost entirely overlapping.

Fast Fourier transforms (FFTs) were performed on the derivative data resulting

in Fig. 5.10. The Hann window function was used and the FFT magnetic field

range was varied depending on orientation and Fermi surface pockets probed. As

is visible in Fig. 5.9, S1, S4 and S7 clearly show different QO frequencies in the high-

field region compared to the low-field region. Ranges were chosen in a way to best

analyze the peak frequencies of the pockets. For Bi#1 and Bi#7, a range of 0.2 – 9
T was used for the low-field region including electron pockets 2 and 3 (el2 and el3,
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see Fig. 5.3), while a range of 1.7 – 9 T was used for the high-field region including

electron pocket 1 (el1) and the hole pocket. For Bi#4, a range of 0.2 – 3 T was

used for the low-field region and with it all three electron pockets, while a range of

3.3 – 9 T was used for the high-field region and with it the hole pocket. For Bi#8,

only one range was used: 0.5 – 9 T to analyze all pockets. The peak frequencies

obtained from Fig. 5.10 are listed in Table 5.3 in T where they are compared to

literature values. These are the frequencies belonging to the zero-strain data. The

first harmonic of el2 and el3 for Bi#1 and Bi#7 is clearly visible in the data but is not

included in the table. The error of the frequency values is taken to be the maximum

peak frequency difference between two different samples of that orientation. The

literature values are shown in brackets and are the median of the different values

shown in Table 1 of Bhargava et al. [160]. Note that the el1 and hole pockets under

B ∥ bin and the electron and hole pockets under B ∥ trig have the same value

in our data (contrary to the literature) because the width of the FFT peaks makes

it impossible to distinguish two different frequencies for those pockets. With B
along the trigonal axis, the electron pocket frequency doesn’t appear to align well

with the literature, but one paper did find a frequency that lies closer to our work:

6.37 T [161]. The three largest frequency values found also appear to differ from

literature values, but the reason for this discrepancy is unknown. The discrepancy

is consistent among samples and is almost certainly too large to be the result of angle

misalignment.
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Figure 5.10. FFT plots of the derivative data of Fig. 5.9. The same colors correspond to

the same strain values. The leader lines label the frequency peaks to their related electron

and hole pockets in that orientation. FFTs taken with both low-field and high-field ranges

are merged together in (a–c). Note the horizontal axis break in (a) and (c).
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Table 5.3. Quasiparticle orbits and their oscillation frequencies in T at zero strain and three

different magnetic field orientations. Literature values belonging to Ref. [160] are shown

in brackets. Electron and hole pocket frequencies are in reality not exactly the same value,

but differ slightly as shown in the literature values.

B || bin (T) B || bis (T) B || trig (T)

el1 15.12± 0.73 (20.41) 1.19± 0.02 (1.22) 6.64 (8.33)

el2 1.37± 0.01 (1.40) 2.52± 0.03 (2.40) 6.64 (8.33)

el3 1.37± 0.01 (1.40) 2.52± 0.03 (2.40) 6.64 (8.33)

hole 15.12± 0.73 (20.83) 13.27± 0.98 (20.83) 6.64 (6.35)

Figure 5.11. Illustration of Fig. 5.3(a) showing the 3D Fermi surface of bulk bismuth,

with extremal orbit areas of Table 5.3 in different colors. A larger oscillation frequency

corresponds to a larger extremal orbit area.

Two strain-induced effects can be seen in the FFTs of Fig. 5.10. The first effect

is an apparent increase in FFT amplitude with in-plane compressive strain and de-

crease with in-plane tensile strain for Bi#1 and Bi#4. The inverse happens when
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these strains are applied along the out-of-plane direction like in Bi#7. As discussed

in the ZrSiS chapter, this change in FFT amplitude can perhaps be attributed to

changes in the quantum mobility for the orbits. The effect of these strains on the

c/a ratio is in line with the reasoning: in-plane compressive strain increases the

ratio, thereby increasing the quantum mobility, while out-of-plane compressive

strain decreases the ratio, thereby decreasing the quantum mobility.

The other strain-induced effect is the frequency shift visible for the el1/hole peak

of Bi#1 and the el2/el3 peak of Bi#4. The latter appears to be a small systematic

shift, but attempts to reproduce this result did not succeed. On the contrary, the

relatively large systematic shift for the el1/hole peak in Bi#1 was observed in every

sample of that orientation. Fig. 5.12 shows this frequency shift for Bi#1, 2 and

3. As this peak is linked to the frequency of both the el1 and hole pockets, it is

unclear which of the two is responsible for the shift. Bi#4 does not show signs of

its hole pocket frequency changing with strain, so due to the rotational symmetry

of the hole pocket it would be intuitive to designate responsibility of the shift to

el1. However, if the hole pocket frequency would remain the same while that of

el1 would change, peak splitting would be expected. No peak splitting is observed

in the el1/hole peak of Bi#1. This may perhaps be because the shift is too small to

sufficiently pull the two peaks apart for the FFT to not visualize them as a single

peak. A higher quality sample could improve peak prominence enough for these

peaks to be visualized separately. In any case, our measurements don’t correspond

at all to those obtained by Brandt et al. [148], where changes in extremal orbit areas

of up to 40 % are observed with an application of only 0.11 % in-plane uniaxial

tension.

88



5.3 Results and discussion

Figure 5.12. Frequency shift with uniaxial strain of the peak related to the el1/hole pockets

of the samples Bi#1, #2 and #3. The direction of B is along the binary axis, while uniaxial

strain is applied along the bisectrix.

In order to compare our data to that of Hosoi et al. [149], we took the second

derivative of the MR series of Fig. 5.8 with respect to the inverse magnetic field,

see Fig. 5.13. We were not able to reproduce the data of Hosoi et al. shown in

Fig. 5.13(b), as we find an opposite change in oscillation amplitude with compres-

sion and tension, and we don’t see a change in the quantum limit of the e2/e3 pock-

ets. This is also evident from our FFT data (Fig. 5.10(a)), as we don’t see a frequency

shift in the peak belonging to those pockets. The shift in the quantum limit to

a lower inverse magnetic field demonstrated by Hosoi et al. implies an enlarging

e2/e3 pocket which would show itself in the frequency peak spectrum.
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5 Uniaxial strain effects on the Fermi surface of bulk bismuth

Figure 5.13. (a) Second derivative plots of the values for Rxx in Fig. 5.8 against 1/B. The

same colors correspond to the same strain values. The quantum limit of the el2/el3 pockets

is indicated by the left-most large peak, here 0.69 1/T (or 1.45 T). The direction of B is

along the binary axis, while uniaxial strain is applied along the bisectrix. (b) The same plot

as in (a) but with data obtained by Hosoi et al. Adapted from Ref. [149]. An important

note is that (a) and (b) use opposite colors to describe strain amounts: in (a) red means

compression, while in (b) red means tension.

5.3.2 Bi cyclotron masses under uniaxial strain

A cyclotron effective mass analysis was performed on Bi#6 and Bi#MT2.

Fig. 5.14(a) shows the temperature dependence of the low-field FFT peaks of Bi#6

under 0.12 % uniaxial compression along the binary axis, which includes the el1

peak and the el2/el3 peak. The Hann window function was used and the FFT

magnetic field range was 0.2 – 9 T. The FFT peak amplitudes of Fig. 5.14(a) and

all other strain values of Bi#6 are fit with the Lifshitz-Kosevich formula to produce

Fig. 5.14(b). Note that for the el2/el3 peak only the uniaxial compression data

offered prominent enough peaks to perform a cyclotron mass analysis on. The mc

values obtained from these fits are shown in Fig. 5.14(c). Here, the mc values for

Bi#6 are shown in purple and for Bi#MT2 in orange. The el2/el3 peak of the latter

was also not prominent enough for an mc analysis. It also appears that the mc of

the el1 pocket of Bi#MT2 does not change with uniaxial strain along the binary

axis. On the other hand, the mc values of both el1 and el2/el3 of Bi#6 do appear

to systematically change with that same strain, though only by small amounts.
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Figure 5.14. (a) FFT plot for Bi#6 at a uniaxial compresion of -0.12 % and varying temper-

ature. The direction of B is along the bisectrix, while uniaxial strain is applied along the

binary axis. (b) Lifshitz-Kosevich fitting of the FFT peak amplitude values of both peaks

in (a), including other strain values. The amplitudes belonging to the el1 peak are shown as

circles while those belonging to the el2/el3 peak are shown as squares. Red means uniaxial

compression and blue means uniaxial tension. (c) Cyclotron masses under uniaxial strain

of the el1 and el2/el3 peaks of both the Bi#6 data shown in (a,b) (purple) and of Bi#MT2

(orange). In both samples the direction of B is along the bisectrix, while uniaxial strain is

applied along the binary axis.
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Our results are again not reconcilable with those of Brandt et al. [148], as their

work describes a 50 % increase in themc of the el1 pocket with only 0.15 % uniaxial

tension in the same orientation. If going by the work of Cankurtaran et al. [150],

the decrease we found inmc of the el1 pocket of Bi#6 with in-plane uniaxial tension

would supposedly mean an increase in gap size at the L point. This is contrary

to the work of Aguilera et al. [129], where a decrease is predicted. However, the

observed change in mc of Bi#6 was not reproducable in Bi#MT2. We note that

the calculations performed by Aguilera et al. assume a constant volume, which

is in reality not the case. Additionally, in the work of Aguilera et al. the strain is

uniformly in-plane, whereas the strain in our mc analysis is uniaxially in-plane. We

aimed to perform another mc analysis using the same orientation as Bi#7, but the

PPMS being out of order for the remainder of the project prevented this from being

achieved. The Bi#7 sample did not show any significant changes in the resistance

data with uniaxial strain along the trigonal axis, so there is little reason to assume

an mc analysis of another sample with this orientation would be fruitful, though.

5.3.3 Bi0.96Sb0.04 QO frequencies under uniaxial strain

Fig. 5.15(a) shows the longitudinal magnetoresistance up to 9 T of three different

Bi0.96Sb0.04 orientations. The sweeps were performed in the PPMS on a sample

puck at 2 K without any strain. SdH oscillations are observed, but only for the

hole pocket. This is in agreement with the literature, as the electron pockets of

bulk bismuth are expected to disappear completely with 3.45 % Sb doping [150].

The increased hole pocket size displayed in Fig. 5.15(c) with Sb doping compared

to undoped bismuth can be attributed to the change in the Fermi energy, which is

determined by the charge neutrality [162].
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Figure 5.15. (a) Field sweeps up to 9 T of the longitudinal magnetoresistance of three

Bi0.96Sb0.04 samples, each with a different combination of field and strain orientations,

though no strain has been applied in these measurement runs. The experimental configu-

rations are shown in Table 5.1. The temperature was held constant at 2 K. (b) Derivative

plots of the values for Rxx of sample #2 and #3 in (a) against 1/B. (c) FFT plot for the

derivative data of #2 and #3 in (b). Both of the peaks shown correspond to the hole pocket

of the related sample.
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5 Uniaxial strain effects on the Fermi surface of bulk bismuth

Fig. 5.16 shows the dependence of the hole pocket frequency on the magnetic

field angle in the bisectrix-trigonal plane for Bi0.96Sb0.04#2, with the current along

the binary axis. The maximum frequency lies along the bisectrix with 76.1±1.1T

and the minimum frequency along the trigonal axis with 26.8 ± 0.13 T. In order

to see if the hole pocket has retained its elliptical shape, we fit the data to the polar

form of the ellipse equation:

r(θ) =
ab√

(bcos(θ + x))2 + (asin(θ + x))2
(5.2)

where r(θ) is the radius of the ellipse measured from its center with θ measured

from the long axis, a the long axis diameter, b the short axis diameter, and x a cor-

rection to the orientation. The value forx found by our fit is4.6±0.4degrees. This

is a plausible angle mismatch when considering sample preparation and strain cell

probe mounting. The data corresponds well to the literature, with a slightly larger

hole pocket than data of Bi0.97Sb0.03 from de Boer et al. and a similar long/short

axis ratio of 2.8 (see Fig.S2(c) of Ref. [163]).
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Figure 5.16. The hole pocket frequency of Bi0.96Sb0.04#2 against magnetic field angle,

rotated in the bisectrix-trigonal plane. No strain has been applied.

Fig. 5.17 shows the samples Bi0.96Sb0.04#2 and #4 under uniaxial strain along

the binary axis at a temperature of 2 K. An opposite systematic change in FFT am-

plitude with strain is found when compared to undoped bismuth with the same

orientation. No significant frequency shift with strain is observed at these strain

amounts. The difference in hole pocket frequency compared to the previous mea-

surements on the same sample #2 can be attributed to an angle mismatch, but the

change from 76.1 to 49 T would imply a 16.6 degree mismatch which is large.

Bi0.96Sb0.04#4 also shows this ‘lowered’ hole pocket frequency. Electron pocket

frequencies are absent for both samples, implying no phase transition has taken

place.
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Figure 5.17. FFT plots of uniaxial strain data of Bi0.96Sb0.04#2 and #4, at a temperature

of 2 K. All peaks belong to the same hole pocket of each sample. Red means uniaxial com-

pression and blue means uniaxial tension. The direction of B is along the bisectrix, while

uniaxial strain is applied along the binary axis.

5.4 Conclusion and outlook
We have reported a uniaxial strain study on bulk Bi and Bi0.96Sb0.04 that aimed to

bridge previous experimental works [148, 149] and theoretical data [129], thereby

shining light on the 3D topological properties of bismuth under strain. Two sys-

tematic strain effects were observed, the first of which is a change in FFT amplitude

attributed to a change in quantum mobility. The second effect is a frequency shift

in the el1/hole peak of bismuth strained along the bisectrix with the field direction

along the binary axis, likely due to a change in the el1 pocket size. This would im-

ply a lifting of the electron pocket degeneracy which is in line with the literature.

However, other experimental strain literature results could not be reproduced. The

evolution of the electron and hole pockets with Sb doping is shown to correspond

well to literature, but no strain effects are observed in Bi0.96Sb0.04. With no ap-

parent TT or SMSC phase transitions in either Bi or Bi0.96Sb0.04, further work on

this subject is required to fully elucidate the 3D topological properties of strained
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bismuth. DFT calculations that do not assume the volume to stay constant are of

interest, while experimentally higher strain values (3x) could corroborate our found

systematic effects. Better sample quality through perhaps annealing could offer a

more accurate FFT analysis. Finally, a strain study on different Sb doping amounts

such as Bi0.97Sb0.03 could be more helpful in demonstrating the strain tunability

of the band structure of bismuth.
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6.1 Introduction

There are a number of materials that we have performed strain measurements on

that did not yield sufficiently compelling results to warrant their own chapter. All

experiments were done on single crystalline samples with dimensions that allowed

for mounting onto the Razorbill CS100 or CS120 uniaxial strain cells, using either

the conventional or bowtie mounting method. Crystals were acquired either

through crystal growth at the Van der Waals-Zeeman Institute by dr. Yingkai

Huang, through collaborations with external crystal growers, or purchased from

HQ Graphene [164]. The decision to study these specific materials was driven by

two main reasons. Firstly, most were motivated directly by interesting results in

the literature. Secondly, some materials were chosen simply because they were

readily available and/or already extensively studied by our research group.

Careful investigation of the materials in this chapter has the potential to

shine light on the interplay between the superconducing and charge density

wave phase (NbSe2, ZrTe3), in-situ strain tunability of phase transitions (IrTe2),

uniaxial strain effects on the (quantum) mobility of nodal-line semimetals

(ZrSiTe), superconducting-domain engineering of nematic superconductors

(LaO0.8F0.2BiSSe), and magnetic and electronic properties of fundamental ma-

terials (graphite). It is noted that we also performed uniaxial strain measurements

on Sr0.17Bi2Se3 and ZrTe5. However, the results of these two studies are omitted.

Results of the former reflected the minute effects and insignificant character of

the results obtained in the strain study described in Ref. [165], while the brittle,

needle-like crystal property of our ZrTe5 samples made it so they did not lend

themselves well enough to uniaxial strain measurements in the Razorbill strain

cells. Recent uniaxial strain experiments performed by Schindler et al. have

nevertheless been successful, demonstrating strain tunability of the chemical

potential shift in ZrTe5 [166].

It was found that, relative to the literature, results of the studies described in this

chapter generally display insignificant strain effects. In the case of NbSe2, this is di-

rectly in disagreement with the literature [167]. Reasons for inconsistency between

hypothesis and results mentioned in this chapter are the possibility that the sample

experiences insufficient strain to display the expected behavior, the crystal softness

prevents proper uniform distribution of the applied stress, or that the hypothesis

is in a way flawed.
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6.2 2H-NbSe2
6.2.1 Background

2H-NbSe2 is a transition metal dichalcogenide (TMD) with a layered hexagonal

crystal structure, see Fig. 6.1. Charge order observed in high-Tc cuprate supercon-

ductors such as YBCO [19] has led to TMDs being suggested to serve as a platform

for charge order research [168], particularly NbSe2. NbSe2 exists in several differ-

ent forms, but bulk NbSe2 generally crystallizes into the most stable 2H phase.

Here, H stands for hexagonal and 2 refers to the number of Se-Nb-Se layers in a

unit cell. In this chapter we deal with 2H-NbSe2 and will from now on refer to it

simply as NbSe2. When cooling, a charge density wave (CDW) distortion emerges

below Tcdw = 33 K due to strong electron-phonon coupling [14], followed by a

superconducting phase below Tc = 7.2 K. The charge-ordered phase is threefold

rotationally symmetric and consists of 3× 3 supercells. Charge density waves and

superconductivity both are Fermi surface instabilities and low-T collective orders

in solids. They are commonly believed to compete with each other [18, 169].

Recent studies utilizing scanning tunneling microscopy (STM) demonstrated

the strain tunability of the charge-ordered phase, reporting a change from tridirec-

tional (’3Q’) to unidirectional (’1Q’) charge ordering with strain [170, 171]. The

stability of both of these ordering geometries is detailed in a model for the charge

density wave order in NbSe2 developed by Flicker and van Wezel [172, 173]. The

model allowed for the authors to fully reproduce available experimental observa-

tions, including STM uniaxial strain results. It predicts that externally applied uni-

axial strain contributes anisotropically to the phonon energy and that in-plane bulk

strains in the order of 0.1 % are enough to transition from 3Q to 1Q charge order-

ing. With a quantum critical transition between the two charge order geometries

in such close vicinity, the usefulness of NbSe2 as a model system is reaffirmed.
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6 Explorative uniaxial strain studies on selected quantum materials

Figure 6.1. Crystal structure of 2H-NbSe2. The relevant crystal axesa and c are displayed.

Figure adapted from Ref. [174].

Recent research performed by Wieteska et al. aimed to corroborate the

aforementioned model through electronic transport measurements of uniaxially

strained NbSe2 single crystals [175]. It was found that Tc did not change with in-

plane compressive (tensile) strains smaller than 0.1 % (0.2 %), but that it decreased

strongly with larger strains at a rate of 2.5 K/% (1.3 K/%). No significant change

in Tcdw is observed. The authors additionally performed density functional

theory calculations, the result of which suggests that the 1Q charge-ordered phase

introduces a larger CDW gap in the for BCS superconductivity most relevant

Fermi surface pocket than in the 3Q phase. Applying uniaxial strain and thereby

transitioning to 1Q charge ordering would thus lead to a lower density of states at

the Fermi level, consequently leading to a decrease in Tc. The absence of a change

in Tcdw is attributed to insufficient measurement sensitivity. The findings for Tc

are reconcilable with the model of Flicker and van Wezel, but the model predicts

an increase in Tcdw of about 1 K with 0.05 % in-plane uniaxial compression and

2 K with 0.05 % in-plane uniaxial tension [173], which Wieteska et al. did not

confirm in their measurements.

The aim of the study described in the remainder of this subsection was to repro-

duce the results obtained by Wieteska et al., as they show a relatively substantial

effect on theTc of NbSe2. Additionally, a change inTcdw with strain could perhaps

be observed.
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6.2.2 Results

Laue diffraction was performed on a NbSe2 single crystal provided by dr. V.

Sirenko of the Verkin Institute in Kharkov, Ukraine, in order to identify the a axis,

see Fig. 6.2. The crystals were then cut into 1.5 × 0.5 × 0.1 mm
3

(l × w × t)
bars along the a axis and subsequently characterized with a 300 to 2 K cool down

resistance measurement on a PPMS sample puck inside the PPMS. The cutting of

the crystals was done using a scalpel, as the sparkcutter failed to make clean cuts

through the rather soft crystal. The three best performing samples were carefully

lifted from the puck and then mounted on the CS100 strain cell one at a time.

Figure 6.2. Laue backscattering diffraction image of a NbSe2 single crystal used for sample

orientation. The red arrow indicates the a axis of the crystal. The direction of the c axis is

normal to the image.

Fig. 6.3 shows the superconducting transition in the R(T ) curve of each of the

three samples, at various amounts of uniaxial strain along the a axis. The direc-

tion of the current was parallel to the strain direction. No significant change in Tc

is observed in our strained samples. Only sample 1 shows a strain effect that can

be deemed systematic, with −0.26 % compression leading to an increase of Tc of

0.03 K from 7.26 K at zero strain and 0.28 % tension leading to a decrease of Tc

of 0.01 K. Similar strain values in the work of Wieteska et al. led to substantial
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decreases of about 0.7 and 0.4 K, respectively [175]. See Fig. 6.4 which displays the

strain dependence of Tc for our sample 1 and the samples of Wieteska et al. [175].

Figure 6.3. R(T ) curves of three NbSe2 single crystal samples showing the superconduct-

ing transition Tc. The uniaxial strain is applied along the a axis, parallel to the current

direction. Compression is shown in red, tension is shown in blue. The solid black curve is

the first zero strain measurement in the measurement series, the dashed black curve is the

last.

Figure 6.4. Strain dependence of Tc for two samples of Wieteska et al. (black and grey)

and our sample 1 (red). Figure adapted and edited from Ref. [175].

Fig. 6.5 shows the charge density wave transition in the first derivative of the

resistance data of sample 3. The clear visibility of the transition in the resistance

data reaffirms the high quality and low amount of disorder of the samples [21]. The
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shape of the resistance curve features a small increase in resistance as it enters the

CDW phase, which is attributed to a lowered density of states at the Fermi level

due to the opening of the CDW gap described previously [173, 175]. No significant

change in Tcdw is observed. As mentioned in the previous section, the model of

Flicker and van Wezel predicts an increase in Tcdw with strain. Taking the relevant

strain values of −0.27 % and 0.26 %, this is predicted to lead to an increase in

Tcdw of between 8 and 12 K. With the prominent transition, our measurement

sensitivity is easily sufficient to conclude that there is no such shift in Tcdw in our

sample.

Figure 6.5. First derivative of the R(T ) curve of NbSe2 sample 3 between 25 and 35 K

showing the charge density wave transition Tcdw. This data was obtained in the same mea-

surement run as the data for sample 3 shown in Fig. 6.3.

The data provided by the measurements performed in this study cannot be rec-

onciled with that shown in Wieteska et al., as no significant shift in Tc with strain

is found. A predicted shift in Tcdw is also absent in our data, while a significant
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shift is predicted by the model of Flicker and van Wezel [173]. A possible explana-

tion for this could be the softness of the layered NbSe2 crystal, leading to applied

uniaxial stress not properly and uniformly straining the sample. Wieteska et al. did

not comment on softness problems.

A few remarks should be made. Firstly, additional strain measurements have

been performed in our group on different NbSe2 samples of the same batch by

bachelor student Steven Levelt, this time using the larger CS120 cell [176]. The

same type of measurement was performed with strains up to±0.4%. Still, no shift

in Tc or Tcdw was observed. Secondly, more strain measurements have been inde-

pendently performed on a different batch of NbSe2 single crystals by Jasper Lin-

nartz at the Radboud University in Nijmegen. The same type of strain cell (CS100),

sample dimensions and strain direction were used, again resulting in no significant

changes in resistance data (J. Linnartz and S. Wiedmann, private communication).

Lastly, we note that the work of Wieteska et al. that dates from 2019 is at the time

of writing still only available on arXiv. Attempts to establish correspondence for

an exchange of results have gone unanswered.

6.3 IrTe2
6.3.1 Background

IrTe2, like NbSe2, is a transition metal dichalcogenide. It has a trigonal structure

with the space group P 3̄m1. IrTe2 is predicted to be a Dirac semimetal with a

Dirac point slightly above the Fermi level [177], implying high tunability of its elec-

tronic behavior. When cooling down from room temperature, IrTe2 undergoes

a structural phase transition into a charge-ordered monoclinic (C2/m) phase be-

low Ts = 280 K [178–180]. Unlike in NbSe2, the structural transition to charge-

ordered phases in IrTe2 is not attributed to the formation of CDWs, but instead

to Ir–Ir dimer formation [179, 181, 182], as a CDW gap is not found in experi-

mental studies [183–185], and IrTe2 lacks the typical sinusoidal structure modu-

lation [186]. When cooling down further, more charge-ordered phases are addi-

tionally introduced, characterized by their reciprocal space modulation vectorq =
(1/n, 0,−1/n). Here,n varies according ton = 3m+2 (m = 1, 2, 3, ...). With

decreasing temperature m increases and thereby the amount of dimers and coex-

isting charge-ordered phases. However, when the temperature approaches zero the

pattern breaks and n = 6 becomes the stable charge-ordered phase, see Fig. 6.6
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for the most relevant crystal structures. This q6 phase, better known as the 6 × 1
phase, is proposed to be the ground state of IrTe2 and is typically very difficult to

observe experimentally. In this phase, dimer formation and with it Ir to Te charge

transfer are maximized, resulting in unidirectional charge order and a Lifshitz tran-

sition that allows for access to bulk-Dirac-like states [167, 179, 187–189]. In the work

of Nicholson et al. uniaxial tension along the a axis of IrTe2 is shown to stabilize

the 6×1 phase at room temperature, allowing for it to be studied spectroscopically

and demonstrating the power of strain as a tuning parameter that influences phase

transitions and topology in 2D-like semimetals [167].

Figure 6.6. Crystal structure of IrTe2. The top and side views are shown of the (a) room

temperature (1× 1) phase and (b) the stable charge-ordered (6× 1) phase. The unit cells

are marked by red lines. In (b), the formation of Ir-Ir dimers is depicted with blue lines.

Adapted from Nicholson et al. [167].

107



6 Explorative uniaxial strain studies on selected quantum materials

Research performed by Pyon et al. has demonstrated that a stabilized super-

conducting phase at T = 3.1 K can be induced by suppressing dimer formation

through Pt doping (Ir1−xPtxTe2 with x ≥ 0.04), see Fig. 6.7 [190, 191]. In trans-

port data, the structural transition at 280 K is shown to be pushed down to lower

temperatures through the doping [183, 191]. Eventually the transition does not take

place at all anymore and the superconducting phase is stabilized, signifying the ab-

sence of dimers alltogether and with it the absence of charge-ordered phases, thus

validating the existence of competition between charge order and superconduc-

tivity [167, 182, 192]. It was proposed by Nicholson et al. that contrary to uniax-

ial tension which was found to stabilize the charge ordered ground state, uniaxial

compression along the a axis may stabilize superconducting behavior instead [167].

This would imply strain tunability of the superconducting phase in IrTe2, mimick-

ing the effect of Pt doping and further elaborating the understanding of uniaxial

strain as a tuning parameter in topological materials.
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Figure 6.7. Phase diagram of Ir1−xPtxTe2. Closed and open squares represent Ts upon

heating and cooling, respectively. Closed circles represent the Tc for the bulk supercon-

ducting phase SC. The hatched area indicates the temperature range in which the resistiv-

ity of Ir1−xPtxTe2 has a broad hysteretic character. Adapted from Pyon et al. [191].

The aim of the study described in the remainder of this subsection was to ac-

quire electronic transport data of IrTe2 uniaxially strained along the a axis. Taking

into account the findings of Nicholson et al. and Pyon et al. [167, 190], we hoped

to see a shift in Ts with strain. Uniaxial tension could increase the Ts to the point

where the material is in the 6 × 1 phase at room temperature and the transition

is no longer measured. Uniaxial compression could decrease the Ts sufficiently in

order to completely prevent the structural phase transition from happening. Con-

sequently, the superconducting phase would possibly be stabilized at a temperature

T > 1.8 K, measurable in the PPMS.
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6.3.2 Results

IrTe2 single crystals were grown by Yingkai Huang at the Van der Waals-Zeeman

Institute using the self-flux technique described in Ref. [183]. Laue diffraction was

performed to identify the a axis, see Fig. 6.8. The largest samples that were able

to be obtained through sparkcutting had a length of 0.8 mm (w = 0.4 mm, t =
0.1 mm), leading to them not fitting in the strain cells in the conventional manner.

The bowtie method on the CS100 was used instead, see Fig. 6.9.

Figure 6.8. Laue backscattering diffraction image of an IrTe2 single crystal showing the

trigonal structure and used for sample orientation. The red arrow indicates the a axis of

the crystal. The direction of the c axis is normal to the image.
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Figure 6.9. IrTe2 sample mounted on the CS100 strain cell using the bowtie method. The

length of the sample is 0.8 mm.

Fig. 6.10 shows the R(T ) curve of IrTe2. The legend displays the top-to-bottom

chronological order in which the measurement runs were performed. The struc-

tural phase transition is clearly visible at Ts = 272 K, manifesting as a sharp in-

crease in sample resistance. The expected hysteretic behavior of the phase transi-

tion (see Ref. [183, 190, 191]) is observed as the return to the standard 1 × 1 room

temperature phase takes place at T = 287 K. No superconducting transition and

no significant change in Ts with uniaxial strain along the a axis are observed. The

strain values are lower than usual due to the use of the bowtie method, but Nichol-

son et al. describe encountering non-elastic deformation at uniaxial tension values

larger than 0.2 % [167]. Additionally, the strain values are larger than those reported

in Nicholson et al., so the absence of a shift in Ts cannot be attributed to insuf-

ficient strain. Strain measurements were performed in the same manner on two

other samples, but these are omitted due to the messy and inconclusive nature of

their obtained data. Future experiments that aim to measure the transport prop-

erties of IrTe2 under uniaxial strain should preferrably be carried out on samples
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that are long enough for the conventional mounting method in order to further

corroborate the data obtained in this work. Attempts by the group of Anna Isaeva

of TU Dresden to grow sufficiently long crystals unfortunately did not lead to a

successful outcome (private communication).

Figure 6.10. R(T ) curves of an IrTe2 single crystal sample showing the structural transi-

tion Ts at about 272 K on cool-down and 287 K on warm-up. All solid curves are cool-

downT sweeps, while the dashed curve is a warm-upT sweep. The uniaxial strain is applied

along the a axis, parallel to the current direction. Compression is shown in red, tension is

shown in blue. The solid black curve is the cool-down zero strain measurement, the dashed

black curve is the warm-up measurement that directly followed.
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6.4 ZrTe3
6.4.1 Background

ZrTe3 is a transition metal trichalcogenide (TMT) and has a quasi-2D crystal struc-

ture with quasi-1D trigonal prismatic ZrTe3 chains with inversion symmetry along

the b axis, see Fig. 6.11. Contrary to NbSe2, the charge density wave (CDW) order

originates from a Peierls-type distortion as a result of the quasi-1D electronic struc-

ture. The in-plane anisotropic resistance of ZrTe3 is made apparent by a bump

at around T = 60 K when the current direction is along the a axis. Similar to

NbSe2, this bump is attributed to the CDW phase transition and happens atTcdw.

When current is applied along the b axis, the bump is absent. This is believed to

be because electron transport along the a axis is dominated by the same part of the

Fermi surface (FS) that is responsible for CDW order [193]. Bulk superconductivity

is observed below Tc = 2 K and is, like in NbSe2, thought to be competing with

the charge-ordered phase [193, 194]. Experimentally, it has been shown that bulk su-

perconductivity in ZrTe3 can be tuned by suppressing CDWs through hydrostatic

pressure, intercalation and disorder [195–197].
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6 Explorative uniaxial strain studies on selected quantum materials

Figure 6.11. Crystal structure of ZrTe3. Displayed are the view of the structure along the

c axis presenting the trigonal prism chains and the view along the b axis that emphasizes the

layered structure of ZrTe3. Figure adapted from Ref. [193]

According to Felseretal., changes in the distance between the intraprism Te(2)–

Te(3) atoms play a major role in the shaping of the part of the FS relevant for CDW

formation [193, 198]. This has been corroborated by angle-resolved photoemission

spectroscopy (ARPES) data [199]. Uniaxial compression along the a axis would

make the CDW sections of the FS vanish by strongly changing the band structure,

thereby getting rid of charge order. Calculations performed by Felser et al. predict

large alterations in the band structure with a change of about 3 % in Te(2)–Te(3)

intra- and interprism distances [193], though smaller changes should have measur-

able effects as well.
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6.4.2 Results

ZrTe3 single crystals were purchased from HQ Graphene through their website

[164]. The crystals have a plate-like shape of about 5 mm in size with a metal-

lic appearance as shown in Fig. 6.12(a). Small lines are visible on the surface of

the crystals, these are parallel to the b axis. To corroborate this, Laue diffraction

was performed, see Fig. 6.12(b). Samples were then cleaved and cut from the crys-

tals with a sharp blade. Typical sample dimensions were 1.5 × 0.5 × 0.1 mm
3

(l × w × t). Fig. 6.12(c) shows a mounted sample cut with the long edge along a
and displays the aforementioned lines along b. A notable detail of ZrTe3 is that it

oxidizes quite rapidly, increasing resistance by several orders of magnitude within a

few hours if left exposed to air. This complicated the sample mounting procedure

and was remedied by using constant gaseous nitrogen flow during the handling of

the samples.
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Figure 6.12. (a) ZrTe3 single crystals purchased from HQ Graphene. (b) Laue backscatter-

ing diffraction image of a ZrTe3 single crystal used for sample orientation. The red arrow

indicates the a axis of the crystal. The direction of the c axis is normal to the image. (c)

ZrTe3 sample mounted on the CS120 strain cell using the conventional method.

Before performing strain measurements, the in-plane resistance anisotropy was

studied using samples cut with the long edge alonga and b. In each case, the current

was parallel to the long edge and the c axis was normal to the face of the crystal.

Fig. 6.13 shows the R(T ) curves of ZrTe3 measured with the current along the a
and the b axis. As expected, the CDW bump is only visible when the current runs
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along the a axis. The cool-down measurements were performed in the range of 300

to 2 K, at which point the superconducting phase emerges.

Figure 6.13. R(T ) diagram of ZrTe3 single crystals samples measured with the current

along the a axis (in orange) and b axis (in green). Superconductivity emerges at Tc = 2 K

for both samples, while the CDW bump is only observed for I ∥ a, at Tcdw = 58 K.

Uniaxial strain measurements were performed on ZrTe3 samples in the CS120

cell. The current and the strain were applied along the a axis, parallel to the long

edge of the samples. Fig. 6.14 shows the R(T ) curves of one of the samples in the

range of 0 to 80 K, with compressive strain in red and tensile strain in blue. The Tc

is clearly visible and the resistance in each measurement reached 0 at almost exactly

2 K, no change with uniaxial strain was observed. The CDW bump is again promi-

nent, atTcdw = 58K. To better examine the presence of a shift inTcdw with strain,

the first derivative of the data was taken of which the result is displayed in the inset

of the figure. No significant shift in Tcdw with strain is observed. There does ap-

pear to be an increase in resistance of the sample over time as different amounts of
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strain are applied. The first big jump is between the uniaxial compression measure-

ments of −0.28 % and −0.42 %. The final zero strain measurement (black dashed

line) also does not fall directly on top of the first zero strain measurement (black

solid line) and instead follows the trend of increased resistance with measurement

run. This implies non-elastic deformation has taken place and makes the measure-

ment slightly less reliable, though the characteristics of ZrTe3 are still evident. The

reason for the occurrence of the deformation could be the fact that the CS120 was

used instead of the CS100, making higher strain amounts possible and increasing

the chance of leaving the elastic regime of the material. The reason for the inclusion

of the data of this particular sample is that it provided the clearest and most reliable

resistance data.

Figure 6.14. R(T ) curves of a ZrTe3 single crystal sample showing Tcdw at 58 K and

Tc at 2 K. The uniaxial strain is applied along the a axis, parallel to the current direction.

Compression is shown in red, tension is shown in blue. The solid black curve is the first

zero strain measurement, while the dashed black curve is measured last. The inset shows

the first derivative of the R(T ) data, offering a more precise look at Tcdw.
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It is a possibility that the amount of strain applied to the ZrTe3 samples in this

study is not large enough to sufficiently change the band structure of the material

in a way that it would alter the measured resistance data. However, achieving these

larger strains without non-elastically deforming the sample may prove challenging,

as the samples in this study already show signs of the deformation at relatively low

strain levels.

6.5 ZrSiTe

6.5.1 Background

ZrSiTe, like its related compounds ZrSiS and ZrSiSe, adopts a layered tetragonal

crystal structure with space groupP4/nmm. All three compounds are semimetals

that host topological nodal-line fermions [65, 72, 200]. The S, Se and Te chalcogen

ions differ in size, increasing with atomic number. The size difference affects the

compounds in two important ways. Firstly, the c/a ratio of lattice parameters is

increased by 1.6 % and 13.2 % for ZrSiSe and ZrSiTe, respectively, as compared to

ZrSiS [201], resulting in structural dimensionality evolution from a 3D-like to a 2D-

like crystal structure [200–202]. Secondly, increasing the chalcogen ion size leads to

an increase in spin-orbit coupling (SOC) strength, thereby altering the band struc-

ture of the compound [203].

Experimental research performed on ZrSiTe has provided evidence of the

aforementioned effects. De Haas-van Alphen (dHvA) oscillations were not

observed when the magnetic field was oriented along the ab plane, but were

prominent with the field oriented along the c axis due to the 2D-like nature of

the material [200]. Angle-resolved photoemission spectroscopy (ARPES) data

obtained by Hosen et al. demonstrates the addition of a small hole pocket in

ZrSiTe not present in ZrSiS or ZrSiSe, implying the strong SOC introduced by

the heavier Te ions significantly altered the band structure [203].

Another important difference between ZrSiTe and the other two compounds is

the magnitude of the magnetoresistance (MR). ZrSiS displays an extremely large

MR in the order of 105 % at 9 T, whereas ZrSiSe reaches 104 % at around 9 T

[9, 75, 203]. ZrSiTe on the other hand exhibits ordinary magnetotransport. This

is believed to be due to the absence of near-perfect electron-hole compensation in

ZrSiTe, meaning only one type of carrier dominates the electrical conductivity of

the system [203].
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With the magneto-elastoresistance (MER) and Shubnikov-de Haas (SdH) oscil-

lations of ZrSiS and ZrSiSe thoroughly explored [9, 204], we aimed to study the

MR of ZrSiTe under uniaxial strain to get a better understanding of the effect of

strain on the MER and SdH oscillations of ZrSiTe.

6.5.2 Results

A singular ZrSiTe sample was gifted to us by the group of Steffen Wiedmann at

Radboud Universiteit Nijmegen. The crystal was grown by the Schoop Lab of

Princeton University. Its dimensions were sufficient for uniaxial strain measure-

ments using the conventional mounting method for the CS100 strain cell. Laue

diffraction was performed, but the results were not sufficiently clear to accurately

orient the sample. However, the small sample dimensions forced a specific sample

orientation in the strain cell, and Linnartz et al. found that – in the case of ZrSiSe

– uniaxial strain affected the MER of the samples in both the [100] and [110] strain

directions [9]. Therefore, we oriented our sample along an unknown principal axis

([100] or [110]), with the c axis ([001]) certainly directed perpendicular to the face

of the crystal. The sample surface was oxidized so the top layers were cleaved off

to provide proper contact for the gold wires. The mounting procedure was then

performed with the use of constant gaseous nitrogen flow to prevent oxidation.

Fig. 6.15 shows the R(B) curves of the uniaxially strained ZrSiTe sample. The

magnetic field was parallel to the c axis, while the current direction was parallel to

the strain direction. Compression is shown in red, tension is shown in blue. No

large MR is observed as expected. MER and SdH oscilations are also absent. The

lack of MER implies no change in transport mobility with strain similar to ZrSiS,

but contrary to ZrSiSe [9, 204].
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Figure 6.15. R(B) curves of the ZrSiTe single crystal sample under uniaxial strain along

an unknown principle axis ([100] or [110]). Compression is shown in red, tension is shown

in blue.

Since dHvA oscillations have been observed experimentally in ZrSiTe before at

magnetic fields of about 5 T [200], it was somewhat expected that our ZrSiTe sam-

ple would exhibit SdH oscillations as well. However, the dHvA oscillations were

quite weak, and the amount of defects in our sample is assumed to be large due to

its relatively small residual resistance ratio of 7.7 and the Laue diffraction results.

Accordingly, the absence of SdH oscillations in our sample is not entirely surpris-

ing. Future MR studies on ZrSiTe should focus on using high quality crystals with

a well defined sample orientation.
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6.6 LaO0.8F0.2BiSSe

6.6.1 Background

LaO0.8F0.2BiSSe has already been described extensively in chapter 4, so this sub-

section will focus on the anisotropic behavior of the material in the ab plane. Be-

ing sufficiently F-doped, the structural phase transition of LaOBiSSe from tetrago-

nal to monoclinic is fully suppressed [205]. Although LaO0.8F0.2BiSSe possesses a

tetragonal four-fold structural symmetry, two-fold symmetric in-plane anisotropy

was observed in its superconducting states [206, 207]. This is an indicator of ne-

matic superconductivity, in which the superconducting gap amplitude breaks the

rotational symmetry of the crystal. Nematic superconductivity has been reported

in the topological superconductor SrxBi2Se3 [165, 208, 209]. In that material, uni-

axial strain was used experimentally to suppress certain superconducting domains

with different nematic orientations, essentially demonstrating superconducting-

domain engineering [210]. Similar to studies of SrxBi2Se3, we aimed to explore

the effect of uniaxial strain on the nematic superconductivity of LaO0.8F0.2BiSSe.

6.6.2 Results

LaO0.8F0.2BiSSe crystals were taken from the same batch as the one used for the

study described in chapter 4. The size of the crystals was slightly too small for the

conventional mounting method, so the bowtie method was used. Laue diffraction

was performed to determine the a axis, see Fig. 6.16. Samples were then cleaved and

cut from the crystals with a sharp blade. Typical sample dimensions were 1.0 ×
0.5× 0.05 mm

3
(l × w × t).
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Figure 6.16. Laue backscattering diffraction image of a LaO0.8F0.2BiSSe crystal used for

sample orientation. The red arrow indicates the a axis of the crystal. The direction of the

c axis is normal to the image.

Uniaxial strain measurements were performed on the LaO0.8F0.2BiSSe samples

in the CS120 cell. The current and the strain were applied along the a axis, par-

allel to the long edge of the samples. Fig. 6.17 shows the R(T ) curves of one of

the samples in the range of 3 to 4 K and B = 0, with compressive strain in red

and tensile strain in blue. Taking the superconducting transition temperature as

the point where the resistance of the sample reaches 50 % of the normal resistance

gives Tc ≈ 3.4 K. The Tc shows a small systematic decrease with both compressive

and tensile strain: −0.19 % compression leads to a −0.43 % decrease, while 0.18 %

tension leads to a −0.60 % decrease. The zero strain return measurement taken at

the end of the measurement cycle closely reproduces the first zero strain measure-

ment, only deviating from the original Tc by −0.09 %. Our findings are in line

with those published by Kostylev et al. on the nematic superconductor SrxBi2Se3

[210], where a 0.5 % change in Tc with 1.0 % uniaxial strain is observed. This is

attributed to a change in density of states of the crystal.
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Figure 6.17. R(T ) curves of a LaO0.8F0.2BiSSe single crystal sample under uniaxial strain

along the a axis and B = 0. Compression is shown in red, tension is shown in blue.

The solid black curve is the first zero strain measurement, while the dashed black curve is

measured last. The inset shows the strain dependence of Tc.

Fig. 6.18 shows the R(B) curves of the same sample in the range of 0 to 9 T at

T = 3 K. Like the Tc, the upper critical field Bc2 of the crystal decreases with

uniaxial strain. Taking Bc2 as the point where the resistance of the sample reaches

50 % of the normal resistance gives Bc2 ≈ 1.45 T at zero strain. Under −0.18 %

compression the Bc2 is decreased by −6.8 %, while under 0.19 % tension the de-

crease is −11.0 %. The zero strain return measurement does not lie exactly on the

first zero strain curve, but differs by −5.0 %. The work of Kostylev et al. demon-

strates a change inBc2 of SrxBi2Se3 of between 0 and 30 %, depending on uniaxial

strain direction with strains of up to 1.2 % [210]. This directional dependence is

used as evidence for in-situ uniaxial-strain control of nematic superconductivity in

SrxBi2Se3.

124



6.6 LaO0.8F0.2BiSSe

Figure 6.18. R(B) curves of a LaO0.8F0.2BiSSe single crystal sample under uniaxial strain

along the a axis at T = 3 K. Compression is shown in red, tension is shown in blue. The

solid black curve is the first zero strain measurement, while the dashed black curve is mea-

sured last. The inset shows the strain dependence of Bc2.

Our study on LaO0.8F0.2BiSSe finds changes in Tc and Bc2 of similar

magnitude as those obtained by Kostylev et al. on SrxBi2Se3 [210], but at lower

strain amounts. A substantial decrease in Bc2 is observed when uniaxial stress

is applied along the a axis, reaffirming the potential of the bowtie mounting

method. For these reasons, future research should perform uniaxially strained Bc2

measurements along different axes. This could shine light on strain-tunability of

nematic superconductors with a tetragonal crystal structure, analogous to trigonal

nematic superconductors such as SrxBi2Se3. Addtionally, larger crystal size would

allow for the use of the conventional mounting method and with it larger strain

values.
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6.7 Highly oriented pyrolitic graphite

6.7.1 Background

Graphite is a layered crystal composed of stacked sheets of graphene, each formed

by carbon atoms arranged in a hexagonal unit cell. Similar to graphene, it is known

to host topologically non-trivial Dirac fermions [211, 212]. Other remarkable prop-

erties of graphite that have been observed experimentally are the quantum Hall ef-

fect (QHE), ferromagnetism, and magnetic-field-driven metal-insulator transitions

[213–215]. With graphene and its multitude of forms such as carbon nanotubes re-

ceiving the amount of attention they have the past few decades, having a full under-

standing of the magnetic and electric properties of graphite can be advantageous.

In this explorative study we performed in-plane uniaxial strain measurements on

highly oriented pyrolitic graphite (HOPG) crystals to examine their strain response.

HOPG is the highest-quality synthetic form of graphite available. It has a low mo-

saic spread angle, implying close alignment between each individual graphite crys-

tallite. High quality HOPG crystals have an in-plane mosaic spread smaller than 1

degree. Typical crystallite diameter ranges from 1 to 10 µm.

6.7.2 Results

A HOPG crystal was purchased from HQ Graphene through their website [164].

Laue diffraction did not yield a clear picture of the orientation of the crystal. This is

somewhat expected, since even though the crystallites are highly oriented, they are

still small and misaligned. Determining the hexagonal out-of-plane axis was trivial,

as the crystals are strongly layered. Samples were cleaved and cut from the crystal

with a sharp blade. Typical sample dimensions were1.5×0.5×0.1mm
3

(l×w×t).

A sample was mounted in the CS100 strain cell using the conventional mount-

ing method. Uniaxial strain measurements were then performed with the current

and strain applied along the in-plane direction. Fig. 6.19(a) shows the R(B) curves

of the sample in the range of 0 to 9 T, with compressive strain in red and ten-

sile strain in blue. Shubnikov-de Haas (SdH) oscillations are prominently visible

from 0.5 T onward. Fig. 6.19(b) shows the corresponding fast Fourier transform

(FFT) diagram of the curves in (a) after taking the first derivative of the data in

order to remove the background magnetoresistance. The peak frequencies align

well with those in the literature, with the characteristic peak of the topologically
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trivial electron-type carriers at 4.7 T and its harmonics at 9.4 and 14.5 T [213, 216,

217]. The clarity of the frequency peaks reaffirms the high quality of the crystal;

the SdH peak structure appears even more clear than previously observed in the

literature. Like in similar SdH oscillation studies, the characteristic peak belonging

to the topologically non-trivial Dirac hole-type carriers is not observed. This peak

has been detected in de Haas-van Alphen (dHvA) studies, though, at a frequency

of 6.41 T [213, 216, 217].

Figure 6.19. (a) R(B) curves of a HOPG sample under uniaxial strain along the a axis.

Compression is shown in red, tension is shown in blue. The solid black curve is the first

zero strain measurement, while the dashed black curve is measured last. (b) FFT diagram

of the SdH oscillations shown in (a). The characteristic peak belonging to topologically

trivial electron carriers is found at 4.7 T. Its harmonics are found at 9.4 T and 14.5 T.

The only systematic change in our measurement data appears to be a slight in-

crease in FFT amplitude of the electron peak and its harmonics under uniaxial ten-

sion. A possible interpretation of this can be an increase in quantum mobility with

tensile strain. Biaxial tensile strains have been shown to increase carrier mobility

in Si metal-oxide-semiconductors by decreasing macroscopic interface roughness

[218]. Though the strain in our study is uniaxial, it is plausible that tension enhances

electronic transport in the sample by better aligning crystallites. This would lower

structural disorder and enhance quantum oscillatory phenomena such as SdH and
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dHvA oscillations. Future uniaxial strain studies on HOPG could aim to measure

the dHvA effect and apply strains of a larger magnitude.

6.8 Conclusion and outlook
In this chapter, we present additional materials that were uniaxially strained and

studied for their various intriguing physical properties. The largely insignificant

strain effects as a result generally suggest that applying a larger amount of uni-

axial stress to the crystal samples could instead provide more compelling results.

However, it must be noted that excessive amounts of uniaxial strain could lead to

non-elastic deformation, fundamentally and irreversibly damaging the material by

adding imperfections and defects to the crystal structure. Taking this into account,

future strain studies should aim to apply larger strains and push each material to

its elastic limit in order to fully examine the material properties. The fact that the

credible theoretical hypotheses described in this chapter cannot be corroborated

experimentally by carefully performed studies highlights the challenging nature of

uniaxial strain research.
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Summary
This thesis describes a number of experiments in which electronic transport

was used to probe high magnetic field and uniaxial strain effects on various

quantum materials. After a basic introduction on quantum materials, uniaxial

strain and quantum oscillations, an overview is provided of experimental aspects

relevant to work performed during this PhD. The underdoped iron pnictide

Ba(Fe1−xCox)2As2 was successfully used as a benchmark material in order to ver-

ify proper functionality of the used Razorbill strain cells and mounting method.

Experimental investigation focused on single crystals of four different types

of quantum materials: Dirac nodal-line semimetals, bismuth dichalcogenides,

elements, and transition metal di- and trichalcogenides.

In this work the established Dirac nodal-line semimetal ZrSiS has been further

investigated in order to elucidate the effect of uniaxial strain on its delicate elec-

tronic structure. The magnetoresistance of a sample was measured under tensile

(up to 0.34 %) and compressive (up to −0.28 %) strain exerted along the a axis

and in magnetic fields up to 30 T. A systematic weakening of the peak structure

in the Shubnikov-de Haas frequency spectrum was observed upon changing from

compressive to tensile strain. This effect may be explained by a decrease in the ef-

fective quantum mobility upon decreasing the c/a ratio, which is corroborated by

a concurrent increase in the Dingle temperature.

A second Dirac nodal-line semimetal that was studied is ZrSiTe. We aimed to

study its magnetoresistance to gain a better understanding of the effect of uniaxial

strain on the magneto-elastoresistance and Shubnikov-de Haas oscillations of Zr-

SiTe. This would allow for the results to be linked to those of its sister compounds

ZrSiS and ZrSiSe, which have both been uniaxially strained previously. Since de

Haas-van Alphen oscillations have been observed experimentally in ZrSiTe in the

past, it was somewhat expected our sample would exhibit Shubnikov-de Haas os-

cillations as well. However, the oscillations were absent in our measured sample,

attributed to the small residual resistance ratio (7.7) of our sample and the fact that

the de Haas-van Alphen oscillations in the literature were quite weak.

From a new family of layered superconductors, the bismuth dichalcogenide

LaO0.8F0.2BiS2−xSex (x = 0.5 and x = 1.0) was characterized at higher
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magnetic fields than before with the aim to better comprehend the extremely

large in-plane Bc2. Typically attributed to its local inversion symmetry-induced

Rashba-type spin-orbit coupling, the Bc2 greatly exceeds the conventional

paramagnetic and orbital limits. Our research specifically aimed to examine how

the Josephson vortex state in relation to the local inversion symmetry could be

the key mechanism responsible for the high Bc2. Our data shows no change in

the upwards trend of the Bc2 as T approaches 0 K. Additionally, the calculated

out-of-plane coherence lengths ξ⊥(0) are not small enough to suggest the presence

of Josephson vortices, leading us to reason that there is no Josephon vortex

state present in this family of BiCh2-based superconductors. Further research

could perhaps provide a more decisive picture regarding the dimensionality of

BiCh2-based systems at low temperatures, perhaps corroborating our findings.

Uniaxial strain experiments were performed on LaO0.8F0.2BiSSe, one of the two

doping levels of the crystals mentioned above. We observed a substantial decrease

in Bc2 and a small decrease in Tc when uniaxial stress was applied along the a axis,

similar to the nematic superconductor SrxBi2Se3, validating our aim to explore the

effect of uniaxial strain on the nematic superconductivity of LaO0.8F0.2BiSSe. The

bowtie mounting method was used, reaffirming its potential and verifying its func-

tionality. In the future, strain studies could perform uniaxially strainedBc2 andTc

measurements along other axes, possibly shining light on the strain-tunability of

nematic superconductors with a tetragonal crystal structure.

A uniaxial strain study on bulk bismuth (Bi) and doped bismuth (Bi0.96Sb0.04)

was performed with the intention of bridging the gap between theoretical litera-

ture and previous experimental studies on bismuth, ideally gaining a better under-

standing of the three-dimensional topological properties of bismuth under strain.

We report the observation of two systematic strain effects: a change in quantum

mobility with strain, and a frequency shift, likely due to a change in quasiparticle

pocket size with strain and implying a lifting of electron pocket degeneracy in line

with the literature. Though theoretically predicted, no apparent trivial to topolog-

ical or semimetal to semiconductor phase transitions were observed in either Bi or

Bi0.96Sb0.04, suggesting our strain amounts were too low and prompting future

research to perform a uniaxial strain study on bismuth using larger strains.

Highly oriented pyrolitic graphite was exploratively investigated using uniaxial

strain with the aim to know more about the effect of uniaxial strain on materials

with a topological character. A small change in fast Fourier transform amplitude

with tensile strain was observed, which was linked to a change in quantum mobil-
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ity. This could be the result of increased crystallite alignment, as that would lower

structural disorder and enhance quantum oscillatory phenomena. Future uniaxial

strain studies could aim to apply strains of a larger magnitude.

With the goal being to improve the understanding of the competition between

the superconducting phase and charge density wave phase, NbSe2 and ZrTe3 were

experimented on using uniaxial strain. No shift inTc orTcdw was detected for both

materials. With the literature predicting otherwise, it leads one to believe that the

absence of uniaxial strain effects is perhaps the result of the strain values not being

large enough to sufficiently change the band structure of the materials in a way that

it would alter the measured resistance data. Future studies should aim to perform

similar experiments at higher strain values while remaining within the elastic regime

of the samples.

IrTe2 is a transition metal dichalcogenide like NbSe2, but owes its charge ordered

phase not to charge density wave physics but to dimer formation. With the intent of

studying the strain tunability of Ts and its effect on Tc, uniaxial strain experiments

were successfully performed on IrTe2 using the bowtie method, but no change in

Ts or Tc with strain was observed. With no availability of samples large enough for

the conventional mounting method, and since the conventional mounting method

tends to be more reliable, future studies could aim to acquire larger samples and

corroborate our results.

Overall, we hope the work presented in this thesis has added value to the foun-

dation of uniaxial strain research, which is in its early stages. The ability to measure

the electronic properties of crystals at higher strain values is desirable, emphasized

both here and in recent review papers [29, 43]. With plenty of new and interesting

physics still to be discovered, we firmly believe that uniaxial strain will continue to

be an invaluable tuning parameter for the elucidation of emergent phenomena in

quantum materials.
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Samenvatting
Dit proefschrift beschrijft een aantal experimenten waarbij electronisch transport

gebruikt was om het effect van hoge velden en uniaxiale deformatie op diverse

kwantummaterialen te onderzoeken. Na een fundamentele introductie op het

gebied van kwantummaterialen, uniaxiale deformatie en kwantum oscillaties

volgt een overzicht van de relevante experimentele aspecten van het werk dat

is uitgevoerd tijdens dit promotietraject. De ondergedoopte ijzerpnictide

Ba(Fe1−xCox)2As2 is op een geslaagde wijze gebruikt als maatstaf om de

functionaliteit van het Razorbill deformatie-apparaat en de montagemethode

te verifiëren. Experimenteel onderzoek was gefocust op éénkristallen van vier

verschillende types kwantummaterialen: Dirac knooppuntlijn semimetalen,

bismuth dichalcogeniden, elementen, en overgangsmetaal di- en trichalcogeniden.

In dit werk is het gevestigde Dirac knooppuntlijn semimetaal ZrSiS verder on-

derzocht om het effect van uniaxiale deformatie op haar fijngevoelige electronische

structuur te verduidelijken. De magnetoweerstand van een monster was gemeten

onder trek- (tot 0.34 %) en drukdeformatie (tot −0.28 %) uitgeoefend op de a-as

en in een magnetische veld van tot 30 T hoog. Een systematische verzwakking van

de piekenstruktuur was waargenomen in het Shubnikov-de Haas frequentiespec-

trum wanneer er van druk- naar trekdeformatie werd gegaan. Dit effect zou kunnen

worden verklaard door een verlaging in de effectieve kwantummobiliteit bij het ver-

lagen van de c/a verhouding, wat bevestigd wordt door een gelijktijdige verhoging

van de Dingle-temperatuur.

Een tweede Dirac knooppuntlijn semimetaal dat onderzocht was is ZrSiTe. We

wilden de magnetoweerstand onderzoeken om een beter begrip te krijgen van het

effect van uniaxiale deformatie op de magnetoweerstand en Shubnikov-de Haas os-

cillaties van ZrSiTe. Dit zou ons in staat stellen om de verkregen resultaten te koppe-

len aan die van haar zusterverbindingen ZrSiS en ZrSiSe, die allebei in het verleden

al uniaxiaal zijn gedeformeerd. Omdat de Haas-van Alphen oscillaties vroeger al

experimenteel zijn waargenomen in ZrSiTe, was het enigszins te verwachten dat

ons monster ook Shubnikov-de Haas oscillaties zou laten zien. De oscillaties waren

echter niet aanwezig in ons gemeten monster, wat we toeschrijven aan de kleine
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restweerstandsverhouding van het monster en het feit dat de de Haas-van Alphen

oscillaties in de literatuur vrij zwak zijn.

Onderdeel van een nieuwe family van gelaagde supergeleiders is de bismuth

dichalcogenide LaO0.8F0.2BiS2−xSex (x = 0.5 en x = 1.0). Dit materiaal is

gekarakteriseerd bij hogere velden dan in het verleden gedaan was, met als doel

een beter begrip te vormen van de extreem hoge Bc2 in het vlak. De Bc2 overtreft

de conventionele paramagnetische en orbitale limieten ruimschoots, wat meestal

wordt toegeschreven aan de locale inversiesymmetrie-geïnduceerde Rashba-type

spin-baankoppeling van het materiaal. Ons onderzoek was specifiek gericht op

het onderzoeken van de rol van de Josephson vortex toestand met betrekking tot

de locale inversiesymmetrie en hoe het het sleutelmechanisme zou kunnen zijn

dat verantwoordelijk is voor de hoge Bc2. Onze data laat zien dat de opwaartse

trend van de Bc2 voort blijft bestaan terwijl T het absolute nulpunt nadert.

Bovendien zijn de berekende coherentie lengtes ξ⊥(0) niet klein genoeg om de

aanwezigheid van Josephson vortices te suggereren, wat ons tot de rede leidt dat er

geen Josephson vortex toestand aanwezig is in deze familie van BiCh2-gebaseerde

supergeleiders. Toekomstig onderzoek zou een beslissender beeld kunnen leveren

met betrekking tot de dimensionaliteit van BiCh2-gebaseerde systemen bij lage

temperaturen. Dit zou onze bevindingen kunnen bevestigen.

Er was geëxperimenteerd met uniaxiale deformatie op LaO0.8F0.2BiSSe, één van

de twee dopingniveaus van de bovengenoemde kristallen. Een sterke daling in de

Bc2 en een kleine daling in deTc werd waargenomen wanneer uniaxiale deformatie

langs de a-as was aangelegd, zoals bij de nematische supergeleider SrxBi2Se3. Dit

bekrachtigde ons doel om het effect van uniaxiale deformatie op de nematische su-

pergeleiding van LaO0.8F0.2BiSSe te onderzoeken. De bowtie montagemethode

werd gebruikt met goed gevolg, wat de potentie en functionaliteit ervan heeft beves-

tigd. In de toekomst zou onderzoek op het gebied van uniaxiale deformatie metin-

gen uit kunnen voeren langs andere assen, om mogelijk licht te werpen op de af-

stemming van nematische supergeleiders met een tetragonale kristalstructuur door

middel van deformatie.

Bulk bismuth (Bi) en gedoopt bismuth (Bi0.96Sb0.04) zijn onderzocht door

middel van uniaxiale deformatie met de bedoeling om een brug te slaan tussen

de theoretische literatuur en eerder experimenteel onderzoek. Idealiter werd er

een beter begrip verkregen op het gebied van de driedimensionale topologische

eigenschappen van gedeformeerd bismuth. We rapporteren de waarneming van

twee systematische deformatie-effecten: een verandering in kwantummobiliteit
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door deformatie, en een frequentieverschuiving, wat waarschijnlijk het resultaat is

van een verandering in de grootte van het vlak dat de quasi-deeltjes herbergt. Dit

impliceert dat de deformatie de degeneratie van het bovengenoemde vlak opheft

en is in overeenstemming met de literatuur. Hoewel het wel theoretisch voorspeld

is vonden we geen faseovergangen van triviaal naar topologisch of semimetallisch

naar halfgeleidend waar in Bi of Bi0.96Sb0.04. Dit suggereert dat onze graad

van deformatie te laag was en spoort toekomstig onderzoek aan om bismuth te

bestuderen door middel van een hogere mate van deformatie.

Hooggeoriënteerd pyrolitisch grafiet was verkennend onderzocht door

middel van uniaxiale deformatie met de bedoeling om meer te weten te komen

over het effect van uniaxiale deformatie op materialen met een topologisch

karakter. Een kleine verandering in de fast Fourier transform-amplitude door

trekdeformatie werd waargenomen, wat toegekend werd aan een verandering in

kwantummobiliteit. Dit zou het resultaat kunnen zijn van verhoogde uitlijning

van de kristallieten. Dat zou namelijk de structurele wanorde verminderen en

kwantum oscillatie-gerelateerde fenomenen verhelderen. Toekomstig onderzoek

op het gebied van uniaxiale deformatie zou zich wederom kunnen richten op het

toepassen van een hogere mate van deformatie.

Met het doel om het begrip van concurrentie tussen de supergeleidende fase

en de ladingdichtheidsgolf fase uit te breiden, werd er ook op NbSe2 en ZrTe3

geëxperimenteerd door middel van uniaxiale deformatie. Er was geen verschuiving

waargenomen van Tc of Tcdw voor beide materialen. Omdat de literatuur anders

voorspelt is het denkbaar dat de afwezigheid van deformatie-effecten het resultaat

zou kunnen zijn van het feit dat de toegepaste deformatie klein was, en misschien

niet groot genoeg was om de bandenstructuur van de materialen dermate aan te

passen opdat het zich zou uiten in de gemeten weerstandsdata. Net zoals de twee

bovengenoemde materialen zou toekomstig onderzoek zich kunnen richten op het

toepassen van een hogere mate van deformatie, echter moet er op gelet worden dat

de monsters zich in het elastische regime blijven begeven.

IrTe2 is een overgangsmetaal dichalcogenide zoals NbSe2, maar dankt haar lad-

ing geordende fase niet aan ladingdichtheidsgolffysica maar aan dimeervorming.

Met het voornemen om de afstembaarheid door middel van deformatie van Ts en

daarmee het effect op Tc te onderzoeken, werden deformatie experimenten suc-

cesvol op IrTe2 monsters uitgevoerd met het gebruik van de bowtie montagemeth-

ode. Er werd echter geen verandering door deformatie in deTs ofTc waargenomen.

Zonder de beschikbaarheid van monsters die groot genoeg waren voor de conven-
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tionele montagemethode was het gebruik van de bowtie montagemethode de enige

optie. Omdat de conventionele montagemethode betrouwbaarder is, raden we aan

dat toekomstig onderzoek grotere monsters probeert te verkrijgen en de conven-

tionele montagemethode gebruikt als het het plan is om onze data te bekrachtigen.

Tenslotte hopen we dat het werk dat gepresenteerd wordt in dit proefschrift een

waardevolle toevoeging is aan de basis van onderzoek op het gebied van uniaxiale

deformatie, wat zich nog in een vroege staat bevindt. Het vermogen om electronis-

che eigenschappen van kristallen te bestuderen bij een hogere mate van deformatie

is wenselijk en deze wens wordt in dit proefschrift en in recente overzichtsartikelen

benadrukt [29, 43]. Met een overvloed van nieuwe en interessante natuurkunde

dat nog ontdekt moet worden, geloven wij dat uniaxiale deformatie een belangri-

jke afstemmingsparameter zal blijven als het om de opheldering van opkomende

verschijnselen in kwantummaterialen gaat.
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