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8 Chapter 1. Introduction

Topological superconductors

Topology originates from a mathematical concept used to classify geometrical ob-
jects. Two shapes are said to have the same topology when they can be contin-
uously deformed into each other. When topology is introduced into condensed
matter systems, it is used to distinguish how the atomic wavefunctions are com-
bined. A quantum state whose wavefunction bears a distinct character from the
atomic limit adiabatically may be called topological [1]. This distinct character can
be specified by topological invariants. Superconductors realizing such a topological
state in their bulk may be classified as topological superconductors (TSCs). As a
new class of quantum materials, TSCs have attracted widespread attention in re-
cent years, not only because their concept is strongly tied to Majorana zero modes,
which are significant for developing future devices in quantum computation, but
also since it deepens the understanding of quantum mechanics in solids [2].

Figure 1.1: The topological insulator and Weyl/Dirac semimetal. The topology of
both TI and WSM/DSM results from a band opened by SOC after band inversion.
(a) TI with a fully open gap and a surface state (closed loop). (b) WSM/DSM
with linear energy dispersion at isolated points and its surface state (Fermi arcs).
The figure is taken from Ref. [3].

The research in topological states of matter has made a remarkable progress
in the past decades. Although quantum Hall systems have been recognised to be
topologically non-trivial since 1982 [4], topological quantum systems have gained
wide interests after the discovery of topological insulators (TIs) in 2005 [5, 6]. TIs,
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different from ordinary insulators, have a gapped band structure in the bulk, but
host gapless surface state at the boundary. The surface states are Dirac fermions
with a spin-momentum-locked linear energy dispersion. This nontrivial electronic
structure results from the inversion of a conduction and valence band by strong
spin-orbit coupling (SOC) (see Fig. 1.1). TIs can be characterized by gapless
boundary states or a topological invariant. These characteristics generally are
referred to as symmetry-protected topological phases, which rely on the presence
of certain symmetries, i.e. time-reversal symmetry and crystal symmetry [7]. TI
properties have been studied in many materials, such as HgTe [8], Bi2Se3 [9, 10]
and Bi1−xSbx alloys [11, 12].

Most interestingly, it was proposed that topological classifications are possible
for the quantum many-body system where the occupied negative-energy states in
the energy-band spectrum are protected by a gap [13, 14]. Therefore systematically
superconductors come in view as a new classification of topological matter. TSCs
realize a state with a full superconducting gap in the bulk, gapless states protected
by symmetry at the boundary. The existence of such gapless boundary states is one
of the hallmarks of TSCs. The surface state is correspondingly called an Andreev
bound state. Distinct from TIs the excitations in TSCs are not electrons, but Bo-
goliubov quasiparticles: a linear combination of electron and hole excitations [1].
Particle-hole symmetry is essential to obtain Majorana states in the topological
gapless boundary excitations. Generally topological superconductivity cannot be
adiabatically connected to the Bose-Einstein condensate of Cooper pairs in a triv-
ial superconducting state. It implies TSC can only be found in unconventional
superconductors [15]. A famous intrinsic TSC candidate is the two dimension a
chiral px + ipy spin-triplet superconductor, Sr2RuO4. It has been investigated ex-
tensively, and although the surface Andreev bound state was observed [16], the
conclusion of p-wave superconductivity in Sr2RuO4 is still under debate [17, 18].
In general superconductors that host a spin-triplet order parameter are rare. On
the one hand, extensive efforts have been made on proximity-coupled supercon-
ductivity in topological surface states by interfacing with conventional supercon-
ductors [19, 20, 21]. On the other hand, superconductivity can also be induced by
doping of topological insulators to achieve a state where topologically nontrivial
states and robust superconductivity coexist [22, 23, 24]. Promising TSC candidates
can be found among the doped 3D topological insulators CuxBi2Se3 [25, 23, 22] and
SrxBi2Se3 [24, 26], the doped semiconductor Sn1−xInxTe [27] and the half-Heusler
platinum bismuthide family with 111 stoichiometry: LaPtBi [28], YPtBi [29, 30]
and LuPtBi [31].

As discussed above the gap in TIs is fully opened by SOC after band inversion.
When the bulk bands are gapped by SOC except at some points where a linear
energy dispersion is found (the 3D analog of graphene), a novel classification of
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Figure 1.2: Type I and type II WSM/DSM with Weyl/Dirac points sufficiently
close to the Fermi energy. (a) Type I WSM/DSM with tilt parameter k < 1. The
Fermi surface shrinks to zero at the Weyl/Dirac point. (b) Type II WSM/DSM.
The Dirac cone is strongly tilted, k > 1. Electron and hole pockets are touching
around the Weyl/Dirac point. The figure is taken from Ref. [3].

topological matter Weyl semimetal (WSM) is used [32, 33, 34]. WSMs have fur-
ther extended the repertoire of exotic topological states with topological Fermi
arcs on the surface and chiral magnetic effects in the bulk. The Fermi arcs provide
a strong proof to identify a WSM. They provide unclosed line on the Fermi surface
connecting two Weyl points. This is distinct from the surface states of TIs that
commonly form a closed loop [3] (see Fig. 1.1). The WSMs require a breaking of
either time-reversal symmetry or inversion symmetry. Coexistence of both sym-
metries leads to the related Dirac semimetal (DSM) phase. Remarkably, unlike in
WSMs, the topological surface state, namely Fermi arcs, is unstable in DSMs. It
implies that when the DSM is in the superconducting state, the electrons on the
surface may form Cooper pairs, and surface superconductivity is expected [35, 36].
WSMs/DSMs with tilt parameter k < 1 generally are classified as type I while the
type II class has k > 1 [37, 38] (see Fig. 1.2). The open pockets of electrons and
holes near Weyl/Dirac points may contribute to a large density of states, which is
favorable for superconductivity. Therefore, the type II DSM as a 3D topological
material is proposed to be a fruitful platform for TSC. Many WSM candidates have
been predicted by theoretical calculations [39, 40] and experimentally confirmed
by the observation of Fermi arcs using angle-resolved photoemission spectroscopy
(ARPES) [14, 41], for instance TaAs [13], TaP, NaAs and NbP. In addition DSM
states were found to exist in Na3Bi [2], Cd3As2 [42, 43, 44] and PdTe2 [35, 45, 46].

This thesis focuses on superconductivity in two topological materials: (i) the
Dirac semimetal PdTe2, and (ii) the doped topological insulator SrxBi2Se3.

The transition metal dichalcogenides PdTe2 was recently reported to be a type
II Dirac semimetal with the Dirac point at ∼0.6 eV below the Fermi energy
EF . This was demonstrated by electronic band structure calculations [35] and
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Figure 1.3: Dirac electronic structure calculated for PdTe2. Projection of the Dirac
cone on kx-ky (a) and kx-kz (b). The tilt feature of the Dirac cone is along the
kz direction. ED is the energy of the Dirac cone which is 0.6 eV below EF . The
figure is taken from Ref. [35].

ARPES [45, 46, 47] (see Fig. 1.3). Interestingly, PdTe2 also hosts superconductiv-
ity with a critical temperature Tc = 1.6 K and a critical field Hc(0) = 13.6 mT.
This prompts the question whether the superconductivity has a topological nature
and whether surface superconductivity exists when the DSM is in the supercon-
ducting state. This provides the motivation to investigate the superconducting
properties of PdTe2 in detail, the results of which are presented in Chapters 4-6.

The tetradymite Bi2Se3 is one of the prototypical topological insulators that
has been used to develop the field of 3D TSCs. Superconductivity can easily be
induced by doping with Cu [25], Sr [48], Nb [49] or Tl [50]. Cu doped Bi2Se3 was
the first material in this family to show induced superconductivity, and also is the
most studied one. Topological surface states in the normal phase of CuxBi2Se3
were confirmed by ARPES measurements [51]. Fu and Berg proposed CuxBi2Se3
to be an intrinsic topological superconductor with an odd-parity superconducting
order parameter [52]. Evidence for this was extracted by the observation of a
nematic superconducting state in experiments. The possible superconducting or-
der parameters were evaluated by a symmetry-group classification and odd-parity
states (42, 43, 44-pairing) were put forward as order parameter. The most
significant development in CuxBi2Se3 is the observation of rotational symmetry
breaking. The symmetry in the superconducting phase is spontaneously lowered
to twofold when a magnetic field is applied directed in the trigonal basal-plane.
This has been demonstrated by field angular variation measurements of the nuclear
magnetic resonance (NMR) signal [22] and specific-heat [53]. This result points
to the 44 pairing state, since such an in-plane anisotropy in the gap amplitude is
only compatible with the 44 state [54]. Moreover, in this superconducting state
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Figure 1.4: Angular variation of the upper critical field Bc2 in the basal (aa∗-plane)
for Sr0.15Bi2Se3 at the temperature indicated. The data are obtained from mag-
netoresistance measurements at fixed temperature. The angle θ = 0◦ corresponds
to B ‖ a∗ ⊥ I and θ = 90◦ to B ‖ a ‖ I. The a and a∗ directions in the hexagonal
basal plane are defined as in the figure in the upper right corner. The figure is
taken from Ref. [24].

a nematic director pinned to the crystal lattice lowers the rotational symmetry to
twofold, hence this state is labelled as nematic superconductivity [55].

Superconductivity in SrxBi2Se3 was discovered by Liu et al. [48]. The presence
of a non-trivial surface state was identified by the Dirac-like dispersion observed
by ARPES [56, 57]. A great advantage of working with SrxBi2Se3 is that the su-
perconducting volume fraction of single crystals can be as large as 90 %, compared
to only 50 % for CuxBi2Se3. Further the superconducting state in SrxBi2Se3 for
x = 0.10 was characterized by Shruti et al. [58] who reported a large Ginzburg-
Landau parameter, κ ≈ 120, pointing to extreme type II superconducting behavior.
A surprising discovery was made by Pan et al. [24] by performing magnetotrans-
port measurements on crystals with nominal concentrations x = 0.10 and 0.15:
the angular variation of the upper critical field, Bc2(θ), showed a pronounced
two-fold anisotropy for field directions in the basal plane, i.e. the rotational sym-
metry is broken (see Fig. 1.4). As mentioned in the discussion on CuxBi2Se3 the
breaking of rotational symmetry provides a strong evidence that the 44 state is
realized in Bi2Se3-based superconductors. The nematicity is supposed to mani-
fest itself in many properties, such as the magnetic penetration depth. Therefore
transverse-field (TF) µSR experiments on single crystals SrxBi2Se3 with nominal
concentrations x = 0.15 and 0.18 (Tc ∼ 3 K) were carried out to search for in-plane
anisotropy in the penetration depth. µSR experiments on SrxBi2Se3 are described
in Chapter 7.
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Outline of this thesis

In this dissertation we present the experimental results of extensive investigations
on the candidate topological superconductors PdTe2 and SrxBi2Sr3. Magnetic
and transport measurements, and muon spin relaxation (µSR) experiments were
carried out to unveil the superconducting nature as well as its interaction with
topological features. The outline of this thesis is as follows:

� Chapter 2 describes all the experimental techniques used in this thesis project.
We start with the preparation and characterization of the samples. A brief
discussion about the theory behind and the key components of the cryostat
follows. Next we move to the experimental details regarding resistivity and
susceptibility measurements, and the high pressure technique. At last we
introduce the Muon Spin Rotation and Relaxation (µSR) technique and the
experimental setup.

� Chapter 3 discusses the theoretical aspects relevant for this thesis project.
First a brief introduction of superconductivity is given, as well as the clas-
sification of superconductors. Two characteristic lengths in superconductors
are addressed, and the criteria for type I, type II and type II/1 supercon-
ductivity are given. Then the typical behavior of both type I and type II
superconductors in an applied magnetic field is discussed. Next we discuss
the basics of surface superconductivity derived from the Saint James and De
Gennes Model. Furthermore, the principle of pressure effects on the critical
temperature Tc is presented. In the last part of this chapter we will explain
the methodology of the data analysis for the µSR technique.

� Chapter 4 reports dc-magnetization, ac-susceptibility and transport mea-
surements on single crystals of PdTe2, conducted to determine the nature of
the superconducting condensate. Type I superconductivity with Tc = 1.64 K
and a critical field µHc(0) = 13.6 mT is demonstrated by dc-magnetization
measurements and the differential paramagnetic effect observed in ac sus-
ceptibility. Our crystals also show enhanced surface superconductivity in
fields above the critical field Hc. The surface superconductivity does not
obey the standard Saint-James-de Gennes behavior with critical field Hc3 =
2.39 × κHc. These unusual results are discussed in view of the presence of
topological surface states.

� Chapter 5 presents the results of a high-pressure investigation of the super-
conducting phase diagram of PdTe2 single crystals (p ≤ 2.5 GPa). Combined
resistivity and ac-susceptibility measurements show Tc increases at low pres-
sures, then passes through a maximum of 1.91 K around 0.91 GPa, and
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subsequently decreases at higher pressure. Under pressure superconductiv-
ity maintains its type-I character. Surface superconductivity persists under
pressure as demonstrated by the large superconducting screening signal for
applied dc-fields Ha > Hc. Interestingly, for p ≥ 1.41 GPa the supercon-
ducting transition temperature of the surface, T Sc , is larger than Tc of the
bulk. This result yields support that surface superconductivity may possibly
have a non-trivial topological nature. The measured pressure variation of Tc
is compared with recent results from band structure calculations, and the
importance of a Van Hove singularity is also discussed.

� Chapter 6 shows an investigation of the superconducting phase of PdTe2 on
the microscopic scale via the µSR technique. Experiments were performed
in transverse field on a thin disk-like crystal in two configurations: (i) with
the field perpendicular to the plane of the disk (the demagnetization factor,
N⊥ = 0.87) and (ii) with the field in the plane of the disk (N‖ = 0.08). By
analysing the asymmetry of the µSR signal we find that the normal phase
volume fraction grows quasi-linearly with applied field at the expense of the
Meissner phase fraction. This provides solid evidence for the intermediate
state and type-I superconductivity in the bulk of our PdTe2 crystal.

� Chapter 7 focuses on a muon spin rotation study on SrxBi2Se3 in transverse
field. The measurements show that the increase of the relaxation rate σTF
is smaller than the experimental uncertainty in field-cooling experiments,
which tell us the magnetic penetration depth λ is very large (≥ 2.3 µm for
T → 0). On the other hand, when we induce disorder in the vortex lattice
by changing the magnetic field below Tc a sizeable damping rate σSC ≈
0.36 µs−1 (T → 0) is obtained. These results provide microscopic evidence
for a superconducting volume fraction of ∼ 70 % in the crystal with nominal
Sr content x = 0.18 and thus bulk superconductivity.



Chapter 2

Experimental techniques

In this chapter we describe all the experimental techniques used in this thesis
project. We start with the preparation and characterization of the samples. A
brief discussion about the theory behind and the key components of the cryostat
follows. Next we move to the experimental details regarding resistivity and suscep-
tibility measurements, and the high pressure technique. At last we introduce the
Muon Spin Rotation and Relaxation (µSR) technique and the experimental setup.
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2.1 Sample preparation and characterization

All single crystals measured during this thesis project were prepared at the Van
de Waals-Zeeman Institute (WZI) by Dr. Y.K Huang, except some batches of
Sr0.18Bi2Se3 that were fabricated by Dr. D. Cherian. For the different measurement
techniques samples with specific shapes and dimensions are needed. Those were
cut from the single-crystalline batches by a scalpel and/or wire spark erosion.

2.1.1 PdTe2

2 0 4 0 6 0 8 0

0

2 0 0

4 0 0

6 0 0

8 0 0

1 0 0 0

2 θ ( d e g r e e )

Int
en

sity
 (a

rb.
u.)

P d T e 2

Figure 2.1: Powder diffraction pattern of PdTe2. The blue lines indicate the
expected Bragg positions.

Single crystalline samples of PdTe2 were prepared by a modified Bridgeman
technique [59]. A powder X-ray diffraction pattern was measured on a crushed
piece of the PdTe2 single crystal (see Fig. 2.1). The diffraction pattern, taken
with Cu-Kα radiation, confirmed the trigonal CdI2 structure (spacegroup P 3̄m1)
with lattice parameters a = 4.034 Å and c = 5.132 Å. The pattern shows single
phase homogeneity within the experimental resolution (5 %). Laue backscattering
was used to orientate the crystals. The chemical composition and stoichiometry
of the prepared PdTe2 crystalline batch was investigated by Scanning Electron
Microscopy (SEM; Hitachi TM3000) with Electron Dispersive X-ray Spectroscopy
(EDX; Quantax 70) at the WZI. Experiments were performed on several single-
crystalline pieces, some of them with freshly cleaved surfaces. All these measure-
ments showed the proper 1:2 stoichiometry within the experimental resolution of
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Figure 2.2: EDX analysis of the surface of PdTe2. The surface scans (upper
panels, scanned area 360 µm × 385 µm) show the distribution of Pd and Te is
homogeneous. The EDX spectrum (lower panel) gives a Pd : Te ratio 33.2 : 66.8.

0.5 %, and a typical SEM micrograph and composition layout are shown in Fig. 2.2.
The crystal was characterized by electrical resistivity and ac-susceptibility mea-
surements. It has a superconducting transition temperature of 1.57 K (see Fig. 2.3
inset). Ac-susceptibility measurements show a superconducting shielding fraction
of close to 100 %. The resistivity is metallic and the residual resistance ratio
R(300K)/R(2K) = 30 as shown in Fig. 2.3.

2.1.2 SrxBi2Se3

Single crystalline samples of SrxBi2Se3 with nominal values x = 0.15 and x = 0.18
were synthesized by melting high-purity elements at 850 ◦C in sealed evacuated
quartz tubes. The crystals were formed by slowly cooling to 650 ◦C at a rate
of 3 ◦C/hour. Powder X-ray diffraction confirmed the R3̄m space group [24].
The single-crystalline nature of the crystals was checked by Laue back-reflection
[24]. Ac-susceptibility measurements of the single crystalline batch with x = 0.15
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Figure 2.3: Temperature variation of the electrical resistivity of PdTe2. The inset
shows the superconducting transition. The arrow points to the onset temperature
Tonset
c of 1.57 K.

showed a superconducting shielding fraction of 80 %. For the x = 0.18 batch, we
obtained a slightly lower screening fraction, 70 %.

2.2 Cryogenics

In order to study the superconducting phase of SrxBi2Se3 (Tc = 3.0 K) and PdTe2
(Tc = 1.6 K), the Physical Property Measurement System (PPMS, Quantum De-
sign) and the Heliox Vacuum Loading (VL) 3He refrigerator (Oxford instruments)
were used.

The PPMS Dynacool allows to perform measurements in the temperature range
T = 1.9-400 K without the need for any liquid cryogens. The temperature stability
is ±0.02 % for T > 20 K and ±0.1 % for T < 20 K. The magnetic field in the PPMS
Dynacool can be as large as 9 T with a resolution of 0.016 mT. It is produced in the
vertical direction (upwards) by a 9 T switch-less superconducting solenoid magnet.
With the PPMS Dynacool different types of measurements can be carried out, such
as electrical resistivity (with rotator), ac- and dc-susceptibility and ac-calorimetry.

The Heliox is used for measurements that require temperatures below 1.9 K. It
can be operated in the temperature range 0.27-100 K. Magnetic fields up to 14 T
are generated by a superconducting magnet. The system consists of a single-shot
sorption pumped 3He insert and cryostat (providing the vacuum shield, liquid ni-
trogen shield and liquid 4He bath). The insert is designed to allow the temperature
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of the sample to be controlled from base temperature to 100 K, using two separate
modes of operation. Below the temperature of around 1.5 K (the temperature
of the 1 K pot) it runs as a conventional sorption pumped 3He insert, shown in
Fig. 2.4. To collect liquid 3He, the 1 K pot is pumped to keep 4He flowing at a
certain rate with the needle valve opened slightly. This keeps the temperature of
the 1 K pot at 1.5 K. When the sorption pump is heated to 30 K, the absorbed
3He gas is released. Then the 3He gas condenses in the region of the 1 K pot, and
is collected in the 3He pot (see Fig. 2.4 left side). This process takes about 30
minutes. To reach the base temperature, the sorption pump is next cooled to 4 K.
When cold it starts to absorb 3He and the vapor pressure above the liquid 3He is
reduced. A base temperature of 0.27 K is reached in this way (see Fig. 2.4 right
side). Coarse control in low temperature is achieved by setting the temperature of
the sorption pump to a constant value and thereby setting its pump speed. Above
the temperature of 1.5 K, the 3He pot is heated directly. The level of temperature
control can be improved by continuously adjusting the heater power by a feedback
via a Proportional-Integral-Derivative (PID) controller. All temperature control
can be performed by the Intelligent Temperature Controller 503 (ITC 503, Oxford
Instruments) with the help of heaters and thermometers:

� On the 3He sorption pump: 1 heater (resistor of 68 Ω at room temperature
(RT)) and 1 Allen-Bradley resistance sensor (100 Ω (RT)).

� On the 1 K pot: 1 RuO2 resistance sensor (2210 Ω (RT), range 1.4∼ 4 K)

� On the 3He pot: 1 heater (2×200 Ω (RT) firerods in series), 1 RuO2 resistance
sensor (2210 Ω (RT), range 0.25∼ 1.5 K with a resolution of 1 mK, field non-
sensitive) and 1 Cernox-1050AA sensor (89.7 Ω (RT), range 1.5 ∼ 300 K)

An additional calibrated RuO2 resistance sensor is mounted on the sample platform
which is located 20 cm below the 3He pot in the center of the magnetic field. The
Heliox VL 3He refrigerator is a good multi-purpose platform for measurements of
the resistivity, ac-susceptibility, thermal expansion, magnetostriction and torque
magnetometry.

2.3 Resistivity and susceptibility

Resistivity experiments were carried out at the WZI with a standard four-point
contact method. Samples were mounted on a copper holder for good thermal
contact between the sample and thermometer on the sample platform. The samples
were attached to the holder by GE-Varnish (with cigarette paper as insulating
layer) or double-sided sticky tape. Thin copper wires (diameter 30 µm) were
used as voltage and current leads which were attached to the sample surface with
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Figure 2.4: Operation principle of a sorption pumped 3He insert. Left: the tem-
perature of the sorption pump is above 30 K, 3He gas is released and condensed by
the 1 K pot. Middle: A photograph of the lower part of the Heliox insert. Right:
when the temperature of the sorption pump is below 4.2 K, it starts to absorb 3He.
The pressure above the liquid 3He is reduced, and a base temperature of 0.27 K is
reached. This sketch is taken from Ref. [60].

conductive silver paste. The resistivity signal was collected by a Linear Research
AC Resistance Bridge (model LR-700) with an operation frequency fac ∼ 13 Hz
and an excitation current Iexc∼ 30-300 µA.

The ac-susceptibility was measured with the standard mutual inductance method
using a home-built coilset in the Heliox and a commercial coilset in the PPMS.
In the mutual inductance method, a primary coil is used to generate the driving
field. Two identical secondary coils oppositely wound and connected in series pick
up the induced voltage. In absence of a sample, the induced voltage due to the
driving field should ideally be close to zero. When a sample is inserted in one
of the coils, the voltage balance is broken, resulting in an induced voltage that
is proportional to the ac-susceptibility of the inserted sample. In the PPMS, the
sample is suspended by a sample rod and moved between the two secondary coils.
The off balance voltage due to the asymmetry of the two secondary coils can be
determined in this way and is subtracted from the recorded signal. This allows to
determine the absolute value of the susceptibility. In the Heliox, the sample is at
a fixed position in one of the coils (see Fig. 2.5), and the susceptibility signal is
not an absolute value but a relative value with off balanced voltage. This value
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Figure 2.5: A schematic diagram of the mutual-inductance transformer used for
ac-susceptibility measurements. This sketch is taken from Ref. [61].

can be calibrated by measuring a sample with known absolute ac-susceptibility. A
bundle of copper wires serves for good thermal conductance between the sample
and the thermometer at the copper plate (this is the additional calibrated RuO2

resistance sensor mounted on the sample platform mentioned in the last section).
The induced voltage is measured by the LR-700 bridge with fac ∼ 13 Hz and
Iexc∼30-300 µA or an EG&G 7265 DSP lock-in amplifier with fac ∼13-13000 Hz
and Iexc ∼20-300 µA.

Part of the dc-magnetization, M(T,H), and ac-susceptibility, χac(T,H), mea-
surements reported in Chapter 4 were performed by Dr. C. Paulsen using a low
field SQUID magnetometer developed at the Néel Institute (Grenoble, France).
The magnetometer is equipped with a miniature dilution refrigerator making pos-
sible absolute value measurements by the extraction technique. A MuMetal and
superconducting shield combination results in a residual field of a few milliOersted
at the sample position when cooled. As regards χac, the in-phase, χ′ac, and out-of-
phase, χ′′ac, signals were measured in driving fields µ0Hac = 0.0005− 0.25 mT with
low frequencies fac = 2.3− 13 Hz.

2.4 Pressure cell technique

Electrical resistance, R(T,H), and ac-susceptibility, χac(T,H), measurements un-
der high-pressure were performed in the Heliox utilizing a clamp-type piston-
cylinder cell (height 80 mm and diameter 25 mm), which has a double-layer wall
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Figure 2.6: Left: a schematic diagram of the clamp-type piston-cylinder cell. Mid-
dle: assembly for resistivity and ac-susceptibility measurements mounted on the
plug. Right: A photo of the Laboratory Hydraulic Press: LCP20. The schematic
diagram is provided by Dr. A. Ohmura.

made of Cu-Be and NiCrAl alloys. Fig. 2.6 shows the cross-section of this cell,
where the Cu-Be alloy is orange and NiCrAl is grey. The Cu-Be alloy is used
for its hardness, good thermal conductivity and non-magnetic behaviour at low
temperatures. The NiCrAl alloy has better mechanical hardness than the Cu-Be
alloy, and is used as a cylinder to suppress the expansion that the cell tends to
have perpendicular to the compression axis at high pressure. In the sample space a
Teflon capsule (height 20 mm, diameter 6 mm) with sample is mounted. However,
considering the shrinkage of the sample space after compression, the effective sam-
ple space is 4.7 mm in diameter and 8 mm in length. A hand press (Laboratory
Hydraulic Press: LCP20 (Unipress), see Fig. 2.6 right side) was used to pressurize
the cell via a tungsten carbide (WC) piston, and the pressure is kept with the
clamp nut. The pressure is limited to 3 GPa.

Samples were mounted on the plug and loaded into a Teflon capsule together
with ac-susceptibility coils and the pressure-transmitting medium. The coilsets
for ac-susceptibility were made of 60 µm-diameter Cu wire wound on a cylindrical
support of cigarette paper. The Cu wires were taken out of the pressure cell
through a hole in the Cu-Be plug (see Fig. 2.6 middle). Here Stycast (2850FT)
was used to fill the hole of the Cu-Be plug with Cu wires and seal the cell. We
used Daphne oil 7373 for hydrostatic compression [62]. A schematic drawing of
the plug with samples and coil is shown in Fig. 2.6. The generated pressure in the
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capsule relating to each load was estimated from the calibration data for this cell,
which was obtained from the pressure variations of the superconducting transition
temperatures of lead and tin in previous experiments [63, 64].

2.5 µSR technique

µSR is the acronym for Muon Spin Rotation, Relaxation or Resonance. It is a
spin microprobe technique widely used to investigate a variety of static and dy-
namic phenomena in solid state physics and chemistry, such as superconductivity,
magnetism, radical chemistry and many other bulk properties. The principle of
the µSR technique is to investigate the local physical environment of implanted
muons by measuring the asymmetry function of emitted decay positrons. Positive
muons are implanted into a sample and precess around the local field Bµ, with
angular frequency ω = γµBµ (γµ = 851.6 Mrad/(s·T)) is the gyromagnetic ratio).
The subsequent asymmetric decay process is monitored by counting the emitted
positrons with scintillation detectors placed at opposite directions in the muon-
spin precession plane [65, 66]. The µSR technique is made possible by the unique
properties of the parity violating decay of pions and muons, and the anisotropic
distribution of the decay positrons. In this section, some key elements of the muon
and the µSR technique will be discussed. Further details can be found in Ref. [67].

Cosmic rays provide a major source of muons, although at the very low rate of
about 100 muons per m2 every second at sea level. Muons for experiments, with a
ten orders of magnitude higher intensity, originate from the decay of pions, which
is created in an accelerator by bombarding a light target (graphite) with 600 MeV
protons. Charged pions produced with a mean lifetime of 26 ns decay into a muon
and a neutrino:

π+ → µ+ + νµ, (2.1)

π− → µ− + νµ. (2.2)

The simple two-body decay results in important constraints due to the conservation
of momentum and energy. To conserve momentum, the muon and the neutrino
must have equal and opposite momentum since pions have no intrinsic angular
momentum (S = 0). As only left-handed neutrinos (S = 1/2) are produced in
nature (parity violation), the muon has spin S = 1/2 and the beam is around
100 % polarized. In the rest frame of the pion the muons have a unique energy
of 4.1 MeV and momentum of 29.79 MeV/c (assuming that the neutrino has a
mass Mν = 0). Either positive or negative muons can be used to perform µSR.
In condensed matter physics or chemistry applications almost all µSR research is
carried out using positive muons µ+. In this thesis for simplicity µ+SR is denoted
by µSR.
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The intense muon beam sources for experiments are classified into two types:
continuous beams (PSI, Switzerland) from a cyclotron and pulsed beams from a
synchrotron. Continuous beam (CB) facilities deliver a nearly continuous source
of protons used to produce muons that arrive at the experimental stations without
any distinct time structure. This means two detectors are necessary to record
the arrival time of both muons and the corresponding decay positrons. The use
of these two detectors can significantly improve the time resolution of the µSR
apparatus. The disadvantage of the CB is the large background in the signal,
because consecutive muon decay events must be rejected over a time interval of
many muon lifetimes to avoid ambiguity in relating a decay positron to its parent
muon [68]. Pulsed beam (PB) facilities deliver intense bunched proton pulses onto
the muon production target. The advantage of the PB µSR technique is that the
entire incoming muon intensity can be used for measurement and there is almost
no background in the signal.

The muons are implanted into a sample and localize at an interstitial site
because of their positive charge. The implantation range of the muon depends on
its momentum and the mass density of the sample. For typical metallic samples
this range is between 0.1 and 1 mm [69]. The implantation and thermalisation
process of the muon occurs very rapidly (∼ 1 ns). Depolarization of the muon
spin is insignificant in this period. Due to the Larmor precession the muon spin
will precess with angular frequency, ω = γµBµ. The muon with a mean lifetime of
τµ ' 2.179 µs decays as follows

µ+ → e+ + νµ + νµ. (2.3)

This is a three-body decay process in which the kinetic energy of the positron
can take values from zero to a maximum Ee+,max = 52.82 MeV continuously. To
quantify the muon decay the differential positron emission probability per unit of
time as a function of the kinetic energy Ee+ (or the kinetic energy of the order of
Ee+,max, ε = Ee+/Ee+,max,) and solid angle Ω is given by [70]

dΓ = W (ε, θ)dεdΩ =
1

4πτµ
2ε2(3 − 2ε)[1 +

2ε− 1

3− 2ε
cos θ]dεdΩ

=
1

4πτµ
E(ε)[1 + a(ε) cos θ]dεdΩ,

(2.4)

where θ is the polar angle, φ is the azimuthal angle, and dΩ = sin θdθdφ. The
energy dependent asymmetry term a(ε) = 2ε−1

3−2ε in Eq.2.4 shows the asymmetry
dependence of the kinetic energy of the order of Ee+,max. The angular distribu-
tion W (θ) of the decay positrons is important for construction of the spatial and
temporal distribution of magnetic fields at the muon site. It can be written as

W (θ) = 1 + a cos θ, (2.5)
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Figure 2.7: Sketch of the angular variation function of the probability W (θ) for
decay positrons with different energy. This sketch is taken from Ref. [71].

where a is the average asymmetry factor. A value of 1/3 can be obtained by
integrating the energy dependent asymmetry a(ε) over all energy with the same
efficiency. Fig. 2.7 shows plots of the angular variation function of the probability
W (θ) for decay positrons with different energy. In real measurements, not all
positrons in this energy spectrum can be detected, the energy efficiency ε is not 1.
The initial asymmetry A0 is therefore of the order of 0.25 to 0.30 and is smaller
than 1/3. The positrons with high energy are emitted preferentially along the
muon spin direction. This feature makes it possible to obtain the decay positron
asymmetry as a function of time by using detectors to record the number of decay
positrons.

In the experimental setup the spin rotation can be monitored by using two
positron counters mounted on the opposite sides of the sample in the backward
(B) and forward (F) directions (see Fig. 2.8). The number of positrons detected
by each counter as a function of time is recorded by the two detectors:

NB(t) = N0e
− t
τµ [1 + A0P (t)] + bB

NF (t) = N0e
− t
τµ [1− A0P (t)] + bF ,

(2.6)

where N0 is the initial positron count and bB/F is the background value. When
deriving Eq. 2.4 and Eq. 2.5, it is assumed that the muon polarization P is 100
% and time independent. In practice, however the muon polarization P (t) is time
dependent, and we have the term P (t). More details of P (t) will be discussed in
section 3.6.

The signal corresponding to the time evolution of the muon spin polarization
can be directly extracted by the asymmetry function A(t), after subtracting the
background contribution, determined as the normalized difference of the signals
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Figure 2.8: Schematic illustration of a transverse field µSR experiment. The mag-
netic field is directed perpendicular to the plane of the drawing. A spin-polarized
beam of muons is implanted in a sample. Upper row: following decay, positrons
are detected in the forward detector and in the backward detector. The number
of positrons recorded in the forward and backward detectors and the asymmetry
function are shown in the second row. This schematic illustration is from Ref. [72].

observed by the two counters,

A(t) ≡ A0P (t) =
NB(t)− αNF (t)

NB(t) + αNF (t)
. (2.7)

Here A0 is the experimentally observable maximum asymmetry, whose value de-
pends on the experimental configuration and α is a calibration constant for cor-
recting the off-balance of the two detectors such as the covered angle. The quantity
A(t) (or P (t)) contains all the information about the interaction of the muon spin
with the local magnetic or spin environment. In the example of Fig. 2.8 the muons
are implanted into a sample in a transverse field, i.e. an external field perpendic-
ular to the initial direction of the muon spin polarization. The exponential decay
can be subtracted from the raw collected histograms and the asymmetry spectrum
is obtained. The Fourier transform from the time domain to the frequency domain
(ω = γµBloc) allows measurement of the fields experienced by the muons at their
stopping site. Furthermore if the sample has different magnetic behaviour regions,
the total asymmetry as a function of time will be given by

A(t) =
∑

Ai(t)Pi(t), (2.8)

where i denotes the different magnetic behavior regions which can be distinguished
by their specific field distribution. Since the muons are uniformly implanted in a
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sample, the volume fraction of each region can be obtained by

Fraci =
A0,i

A0

=
Vi
Vtot

, (2.9)

where Fraci is the volume fraction of the domain i, A0 =
∑
A0,i is the initially

total asymmetry, and Vi and Vtot are the volume of the region i and the whole
sample, respectively.

In addition to the configuration of transverse field muon spin rotation (TF-
µSR), another experimental configuration of µSR technique is longitudinal field
muon spin relaxation (LF-µSR) where an external magnetic field is applied parallel
to the initial direction of the muon spin polarization. Alternatively, the experi-
ments also can be performed in the absence of an external field, which is called
zero field muon spin relaxation (ZF-µSR).

The µSR technique has some unique capabilities in clear advantage [68]. Firstly,
the muon is a very sensitive magnetic probe and capable to detect static moments
of the order of 0.001 µB (∼0.1 G), i.e. of the order of the nuclear magneton.
Secondly, the µSR technique can measure magnetic fluctuation rates in the range
104 to 1012 Hz, which bridges the gap between fluctuation rates sensed with nuclear
magnetic resonance (NMR) and neutron scattering techniques. Thirdly, the µSR
technique can be applied in a large variety of environments e.g. temperature, high
field and high pressure.

All the µSR experiments described in this thesis were carried out with the
Multi Purpose Surface Muon Instrument DOLLY installed at the πE1 beamline
at the SµS facility of the Paul Scherrer Institute. The positive muon beam used
in DOLLY is spin-polarized (> 95 %) with standard momentum 28 MeV/c. Two
magnetic field coils are designed to carry out measurements. One is called the
main field (WEU) and is directed parallel to the beam with a field range 0-0.49 T.
This field configuration is designed for LF-µSR. Another one is named auxillary
field (WEV), and is directed perpendicular to the beam with a field range 0-15 mT.
The auxillary field is used for TF-µSR.
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Chapter 3

Theoretical aspects

In this chapter we discuss the theoretical aspects relevant for this thesis project.
First a brief introduction of superconductivity is given, as well as the classification
of superconductors. Two characteristic lengths in superconductors are addressed,
and the criteria for type I, type II and type II/1 superconductivity are given. Then
the typical behavior of both type I and type II superconductors in an applied mag-
netic field is discussed. Next we discuss the basics of surface superconductivity
derived from the Saint James and De Gennes Model. Furthermore, the princi-
ple of pressure effects on the critical temperature Tc is presented. In the last part
of this chapter we will explain the methodology of the data analysis for the µSR
technique.
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3.1 Brief introduction of superconductivity

In 1911 the resistance of mercury was observed to reach a value of zero Ohm at
the temperature T = 4.2 K by Heike Kamerlingh Onnes [73] and the first su-
perconductor was discovered. The transition temperature is defined as the critical
temperature Tc. Afterwards another fundamental property of superconductors was
found in 1933 by Meissner and Ochsenfeld [74], namely the magnetic field is ex-
pelled when cooling to below Tc. This property is named the Meissner-Ochsenfeld
effect (Meissner effect).

The first phenomenological theory of superconductivity was put forward by
Fritz and Heinz London [75] in 1935 based on the so-called London equation. It
directly gives an explanation of the Meissner effect mentioned above. Inspired by
the two-fluid model of superfluid 4He, they assumed the superconducting electrons
could move without dissipation forming the supercurrent, while the remaining
electrons act as the normal electrons with a finite resistivity. Near the surface of
the supercondutors supercurrents are flowing which screen the external field from
the bulk. A parameter named penetration depth λ is given by the London equation.
It is the distance near the surface over which the external field is exponentially
reduced to zero. In 1953 the London theory was extended by Pippard [76] who
introduced the coherence length (ξ) and put forward a nonlocal generalization of
the London equation.

In 1950 another phenomenological theory of superconductivity was proposed
by Ginzburg and Landau [77], based on Landau’s theory of second order phase
transitions [78]. The theory is called the Ginzburg-Landau theory (GL theory).
They introduced a complex wave function ψ as the order parameter of the su-
perfluid electrons. The theory was completed by gradually adding new terms, for
instance adding spatial variation ∇ψ(r) for an inhomogeneous system, the mag-

netic vector potential ~A for the interaction between the magnetic field and the
supercurrents, and the complex phase (ψ(r) = |ψ(r)|eiθ(r)) for local gauge invari-
ance and symmetry breaking. Two essential parameters are obtained from this
theory. One is the GL coherence length (ξ) for the distance over which the density
of superfluid electrons near the surface of the superconductor increases from zero
to the bulk value. Another one is the GL parameter κ = λ/ξ which can be used
to distinguish between type I or type II superconductors. The GL theory explains
many phenomena in superconductivity, such as flux quantization and the periodic
lattice of vortices [79]. Nevertheless it did not explain the microscopic origin of
superconductivity.

The first truly microscopic theory of superconductivity was published by Bardeen,
Cooper and Schrieffer (BCS) [80] in 1957. The BCS theory was built upon three
insights [81]. (1) The interactions between electrons can be attractive in condensed
matter rather than repulsive. This was proposed by Fröhlich in 1950 [82]. The at-
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tractive interaction between electrons results from coupling between the electrons
and the phonons of the crystal lattice. (2) In 1956 Cooper found that two electrons
outside an occupied Fermi sea will be paired to a stable state however weak the
interaction is, the bound state of the two electrons is called a Cooper-pair [83]. (3)
Schrieffer constructed a many-particle wave function where all the electrons near
to the Fermi surface are paired up. Based on the many-body wave function, BCS
developed the theory for superconducting ground state, the excited quasi-particle
states above the energy gap, and the temperature dependence of the gap and the
thermodynamic quantities. The original BCS theory gave two famous predictions.
One is the correct explanation of the isotope effect Tc ∝ M−α, where M is the
mass of the crystal lattice ions and the isotope exponent α is 1/2. The second
one is the existence of an energy gap 24(0) = 3.52 kBTc at the Fermi level [81].
The BCS theory also provided a microscopic foundation for the phenomenological
London and Ginzburg-Landau theories of superconductivity.

3.2 Classification of superconductors

Generally superconductors can be classified into two types. They are distinguished
by the behavior in an applied magnetic field, which essentially depends on two
characteristic length scales, i.e. the London penetration depth and the GL coher-
ence length, or their dimensionless ratio κ, the GL parameter. In the following
we will first discuss the derivation of these two characteristic lengths, and then
illustrate how to distinguish these two types of superconductors. At last type II/1
superconductor will be discussed briefly.

3.2.1 Two characteristic lengths in superconductors

The magnetic penetration depth λ – the London equation

The significance of the penetration depth is the distance over which the applied
field penetrating into the superconductor decreases to zero. It results from a
phenomenological theory which successfully explains the Meissner effect in super-
conductors. The London theory relates the supercurrent density ~Js flowing near
the surface to an electromagnetic field ~B. Their relation is expressed by [75]

∇× me

nse2
~Js + ~B = 0, (3.1)

or ~Js = −nse
2

me

~A (3.2)

where me is the electron mass, ns is the density of superfluid electrons, e is the elec-
tron charge and ~A is the magnetic vector potential with ~B = ∇× ~A. This equation



32 Chapter 3. Theoretical aspects

is the well known London equation. By solving Eq 3.1 for a long superconducting
rod with the field applied along the long direction, one obtains

Bz(x) = B0 exp(−x
λ

), (3.3)

where B(x = 0) = B0 and x is the radial direction. Here λ is the penetration
depth defined as

λ =

√
me

µ0e2ns
(3.4)

where µ0 is the vacuum permeability. Clearly flux expulsion does not occur near
the surface, an exponential function B(x) is given in Eq. 3.3.

The coherence length ξ – the Ginzburg Landau theory

The GL coherence length characterizes the superconductor by a measure of the
distance from the surface over which the density of the superfluid electrons recovers
its bulk value. The theory is first set up for a homogenous system where the GL
parameters a and b get their constraints. These two parameters are important for
the normalization of all parameters throughout the GL theory. Next the theory is
extended to an inhomogeneous system where ξ is being defined. For the derivation
of the parameters ξ and κ we closely follow Ref. [81].

GL theory is inspired by Landau’s theory of second order phase transitions [84].
In the GL theory a complex pseudowave-function ψ(~r) of superfluid electrons was
introduced as the order parameter which can be written as

ψ(r) = |ψ(r)|eiθ =

{
0 T > Tc,

ψ(r) 6= 0 T < Tc
(3.5)

where θ is a phase factor. The free energy density of a superconductor can be
expanded in a series:

fs(T ) = fn(T ) + a(T )|ψ|2 +
1

2
b(T )|ψ|4 + · · ·. (3.6)

Here fs(T ) and fn(T ) are the superconducting state and normal state free energy
densities, respectively, and we assume

a(T ) ≈ ȧ× (T − Tc) + · · ·,
b(T ) ≈ b+ · · ·,

(3.7)

where ȧ > 0 and b > 0 are constants given by the physical significance of all
the parameters. The solution |ψ| for the minimum free energy in terms of the
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parameters ȧ and b is given as

|ψ| =

(
ȧ

b
)1/2(Tc − T )1/2 T < Tc,

0 T > Tc.
(3.8)

The minimum of the free energy in Eq. 3.6 corresponds to the condensation energy
of the superconductor. We have

fs(T )− fn(T ) = − ȧ
2(T − Tc)2

2b
= −µ0

H2
c

2
, (3.9)

and the thermodynamic critical field can be derived as

Hc =
ȧ

(µ0b)2
(Tc − T ) (3.10)

near to Tc.
Next the GL theory of superconductivity will be developed in an inhomoge-

neous system where the order parameter is position dependent, namely ∇ψ(r). A
new term depending on the gradient of ψ(r) is added to the free energy density.
The total energy of this system can be written as

Fs(T ) = Fn(T ) +

∫
(
~2

2m∗
|∇ψ(~r)|2 + a(T )|ψ(~r)|2 +

1

2
b(T )|ψ(~r)|4)d3r. (3.11)

To produce the minimum of the free energy for any arbitrary variation δψ(~r) we
have δFs = 0. This can only be when ψ(~r) satisfies the Schrödinger-like equation

− ~2

2m∗
∇2ψ(~r) + (a(T ) + b(T )|ψ(~r)|2)ψ(~r) = 0. (3.12)

Let us assume the situation of an interface between a normal metal and a supercon-
ductor. Suppose that the normal metal is in the r < 0 region, the superconductor
in the r > 0 region and the interface in the yz plane. Therefore we have the
boundary condition ψ(0) = 0 and the solution of Eq. 3.12 can be obtained as

ψ(r) = ψ0 tanh

(
r√

2|ξ(T )|

)
(3.13)

where ψ0 is the value of the order parameter in the bulk far from the surface and
ξ(T ) is the GL coherence length defined by

ξ(T ) =

(
~2

2m∗|a(T )|

)1/2

=

(
~2

2m∗|ȧ(T − Tc)|

)1/2

. (3.14)
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Ginzburg Landau parameter κ

So far we presented the GL model without considering the interactions of the
magnetic fields and the currents. For the case of superconductors with supercurrent
flowing on the surface, it is required to introduce the vector potential ~A in the free
energy function,

Fs(T ) = Fn(T ) +

∫
(

1

2m∗
|(~
i
∇+ 2 ~A)ψ|2 + a|ψ|2 +

b

2
|ψ|4)d3r

+
1

2µ0

∫
B(~r)2d3r.

(3.15)

Again we can obtain a nonlinear GL-equation by minimizing the free energy, which
contains an extra term with the magnetic vector potential ~A,

− ~2

2m∗
(∇+

2ei

~
~A)2ψ(~r) + (a(T ) + b(T )|ψ(~r)|2)ψ(~r) = 0. (3.16)

In fact the GL order parameter has both an amplitude and a complex phase
(see Eq. 3.5). For a bulk superconductor with a constant order parameter, ψ,
there must be a constant magnitude, |ψ|, and a fixed phase θ(r). With these
assumptions the supercurrents due to the magnetic field can be obtained from a
functional derivative of the free energy

~Js = −∂Fs[
~A]

∂ ~A(r)
= −(2e)2

2me

|ψ|2 ~A. (3.17)

The expression Eq. 3.17 is exactly the same as the London equation (Eq. 3.2). The
London superfluid density is ns = 2|ψ|2 and the effective mass in the GL theory
is m∗ = 2me. These results correspond to the BCS theory with |ψ|2 representing
the density of Cooper pairs in the ground state and ns the density of the electrons
belonging to the Cooper pairs. Furthermore with ns = 2|ψ|2 and Eq 3.8 the
penetration depth in Eq. 3.4 can be rewritten as

λ(T ) =

(
meb

2µ0e2ȧ(Tc − T )

)2

. (3.18)

It is clear that both parameters λ and ξ are temperature dependent and diverge at
the critical temperature Tc due to the term (Tc − T ) (see Eq. 3.14 and Eq. 3.18).
The ratio of these two characteristic lengths defines a new parameter

κ =
λ(T )

ξ(T )
(3.19)

which is temperature independent. It is called the Ginzburg-Landau parameter.
κ is a key parameter to distinguish type I and type II superconductors.
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3.2.2 Type I and type II superconductors

Figure 3.1: Spatial variation of the density of the superfluid electrons ns and of
the applied field H near the interface.

The London equation demonstrated that the applied field can not be completely
screened out, it penetrates into the superconductor over a distance of λ (Eq. 3.3).
Meanwhile the density of the superfluid electrons ns = 2|ψ(r)|2 can not disappear
abruptly at the interface and must approach zero over a distance of ξ (Eq. 3.13).
Let us assume a situation of a domain wall between a normal phase (N) and a
superconducting phase (S), and plot both the density of the superfluid electrons
ns and the applied field Ha as a function of the spatial coordinate r as depicted
in Fig. 3.1. Due to the presence of the normal state, the superconducting phase,
per unit area of interface, gives a positive contribution to the wall energy which
is approximately equal to (µ0H

2
c /2)ξ (Eq. 3.6). On the other hand the magnetic

field that suppresses the superconducting phase near the interface will result in a
reduction of the condensation energy. This loss of energy per unit area is about
(µ0H

2
c /2)λ. Therefore the wall energy Edw can be defined as [85]

Edw = µ0
H2
c

2
δ (3.20)

where δ = ξ−λ is referred to as the domain wall energy parameter. From Eq. 3.20
we draw the conclusion that for ξ > λ the wall energy Edw is positive. The
material with Edw > 0 in an applied field is classified as a type I superconductors.
Conversely for ξ < λ the wall energy Edw is negative. Materials with Edw < 0 are
called type II superconductors. In this case it is energetically more favorable to
have a superconducting/normal domain configuration.

A more stringent criteria of this boundary problem is given by Abrikosov. By
solving the linearized GL equation he gave the dimensionless ratio κ a value to
determine the class of the superconductor [79]. A new type of superconductor was
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found with a second-order thermodynamic phase transition at a certain critical
field Hc2. Therefore the magnitude of the GL order parameter |ψ| , the magne-
tization M and the supercurrent Js for the new type of superconductors obtain
small values just below Hc2 and become zero exactly at Hc2. In this case just below
Hc2 the GL equation becomes linearized [81]

(− ~2

2m∗
∇2 − ~ωcix

∂

∂y
+
m∗ω2

c

2
x2)ψ(~r) = |a|ψ(~r) (3.21)

where ωc = 2eB
m∗ is the cyclotron frequency. With the well known Landau level

solution Hc2 can be derived as

Hc2 =
2m∗ȧ(Tc − T )

µ0~2
~
2e

(3.22)

=
Φ0

2πµ0ξ(T )2
. (3.23)

Here Φ0 = h/2e is the flux quantum. Note the solution is obtained by assuming
a homogenous system where surface states are neglected. Hc2 is normally referred
to as the bulk nucleation field as its physical significance. If we compare the
expression of Hc2 (Eq. 3.22) to the thermodynamic critical field Hc (Eq. 3.10),
then we find that

Hc2 =
√

2κHc. (3.24)

From Eq. 3.24 it is clear that for a superconductor with κ > 1/
√

2 we have
Hc2 > Hc, and the superconductor is defined as type II. The critical field of a
type II superconductor Hc2 is named the upper critical field. Otherwise for super-
conductors with κ < 1/

√
2 we have Hc2 < Hc, and Hc2 can not be observed. These

are defined as type I superconductors. Therefore type I and II superconductors
can be distinguished by

κ =
λ

ξ

{
< 1√

2
type I superconductor,

> 1√
2

type II superconductor.
(3.25)

In fact for type II superconductors there is another critical field Hc1 which is
smaller than Hc, called the lower critical field. We will discuss it in the following
section.

3.2.3 Type II/1 superconductors

In the last section we have given the criteria of κ for determining the class of super-
conductors. In fact there is one more category of marginal superconductors whose
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Ginzburg-Landau parameter κ is close to 1/
√

2, named type II/1 superconduc-
tors. Here we introduce a new parameter, the Ginzburg-Landau-Maki parameter
κ1(T ) [86] which is used to characterize κ in superconducting alloys and coin-
cides with κ at Tc. κ1 is temperature dependent and is the key parameter for
determining the transition from type I to type II in type II/1 superconductors.
In a magnetic field and increasing temperature κ1 will move from κ1 < 1/

√
2 to

κ1 > 1/
√

2, and the superconductor will change from type I to type II [87]. Dif-
ferent from the domain configuration of both type I and type II superconductors,
type II/1 superconductors have a typical Meissner mixed state (or intermediate
mixed state). This results from an attractive interaction between the flux lines [87].
When the magnetic field is just above the lower critical field, the flux lines attract
each other and there is no flux lattice. If the temperature/magnetic field increases
to T ∗/B∗ where κ1 = 1/

√
2, the domain configuration starts following the mag-

netic behaviour of type II superconductors. A trigonal flux lattice is formed with a
lattice parameter d0, the flux penetrates throughout the sample and the attractive
interaction between the flux lines changes to a repulsive one. The state where the
mixed state and the Meissner state coexist is the Meissner mixed state (or inter-
mediate mixed state). Here T ∗/B∗ is referred as the conversion temperature/field.
B∗ is related to d0 by [81]

B∗ =
2Φ0√
3d20

. (3.26)

This superconductivity type can be distinguished by specific heat [88, 89] and
magnetization measurements [89].

3.3 Type I superconductivity

In Section 1.2.2 we have shown that superconductors with the GL parameter
κ < 1/

√
2 belong to the group of type I superconductors. Hc is denoted as the

critical field of type I superconductors. In the following we will discuss the gen-
eral properties of the intermediate state that occurs for a finite demagnetization
factor N , the calculation of the volume fraction of the superconducting-normal
(S-N) domain wall and the differential paramagnetic effect. Lastly, there will be a
discussion about demagnetization factors.

3.3.1 Intermediate state

In an ideal case, that is when the applied field is equal to the field near the surface,
type I superconductors demonstrate perfect diamagnetism, which is continued until
Hc. At Hc superconductivity is suddenly destroyed, since type I superconductors
have a first order transition in field (but a second order phase transition when the
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Figure 3.2: (a) Schematic illustration of the demagnetization field HD generated
in a type I superconductor (N 6= 0) in magnetic fields. (b) The field dependence of
the magnetization in a type I superconductor with N = 0.(c) The magnetization
in a type I superconductor with N 6= 0.

field is zero). This is illustrated in Fig 3.2(b) by the magnetization M as a function
of the applied field Ha. We have the magnetic induction B and susceptibility χ as
follows

B = µ0(M +H) = 0 (3.27)

χM =
dM

dH
|H→0 = −1 (3.28)

In reality, the existence of a demagnetization field makes matter more compli-
cated, as it gives rise to shape anisotropy in superconductors. Let us assume an
ellipsoid ally shaped superconductor is placed in a magnetic field Ha. Then the
magnetization will be in the opposite direction as depicted in Fig. 3.2(a). For a
magnetized material there will be magnetic poles (north pole (N) and south pole
(S)) produced on the surface whose distributions turn itself into another source
of magnetic field. This magnetic field produced by surface poles is called the de-
magnetization field HD. It has an opposite direction with respect to its parent
magnetization. The demagnetization field HD is related to the magnetization M
by HD = −NM , where 0 ≤ N ≤ 1 is the demagnetization factor. Therefore the
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magnetic induction and susceptibility with a finite value N can be written as

B = µ0(M +Ha +HD) = 0, (3.29)

Ha = −(1−N)M, (3.30)

χM =
dM

dH
|H→0 = − 1

1−N
. (3.31)

From Eq. 3.30 and Eq. 3.31 it is clear that the net magnetization (Mn = Ha+HD)
does not correspond to Ha but has a higher value Heff = Ha/(1−N). Obviously
when Heff < Hc, i.e. Ha < (1 − N)Hc, the superconductor will remain in the
Meissner state. When the field Ha > (1−N)Hc the sample lowers its free energy by
partially allowing penetration of the external field into the interior. Consequently it
splits up into normal and superconducting domains (see Fig. 3.3(a)). This domain
configuration is called the intermediate state. One point we should keep in mind
is that the critical field Hc(T ) is the maximum field the superconducting state can
support. Once the superconducting state is destroyed, there is no magnetization as
well as demagnetization field. Therefore, the magnetic field in the normal domains
is always equal to the critical field Hc, whereas in superconducting domains it
remains zero (see Fig 3.3(a)).

Calculation of the volume fraction of the domain wall

Figure 3.3: (a) Field distribution of the intermediate state in a type I supercon-
ductor with demagnetization factor N 6= 0. (b) Scheme of the Landau domain
structure in the case of (a). (c) Scheme of the Landau branching model in the case
of (a). Figures (b) and (c) are taken from Ref. [85].
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The volume fraction of the superconducting-normal domain wall is closely re-
lated to the superconducting and normal domain pattern. The first theoretical
treatment of the domain structure in the intermediate state is given by Landau.
In his theory an infinite superconducting plate of thickness d � λ is placed in a
perpendicular magnetic field Ha. The intermediate state is assumed to be a pe-
riodic arrangement of superconducting and normal domains (laminar model) [84].
Here the width of the superconducting and normal domains is denoted by as and
an, respectively and the sum of both widths is the periodicity length a = as + an
(see Fig 3.3(b)). Since the volume fraction of the domain walls can be estimated
by fdw = 2δ/a, the periodicity length a is the quantity to calculate. An important
quantity in determining the periodicity length of the laminar pattern is the energy
of the intermediate state, which can be given by [85]

F = µ0H
2
c [
δd

a
+ af(h̃)]. (3.32)

Here f(h̃) represents a numerical function of the reduced field h̃ = Ha/Hc, Note
F is the energy of the intermediate state per unit area. By minimizing the energy
F the periodicity length can be obtained [85]

a = [δ · d/f(h̃)]1/2. (3.33)

A refinement of this model was later carried out by Landau assuming the branching
of the normal domains continuously into smaller portions near the surface (see
Fig 3.3). This refined model is called the branching model, while the former one
is the nonbranching model. Further it is reported that if the thickness of the
sample d is above the critical thickness ds [90], the branching domain structure is
energetically more stable. The Landau branching model yields a new periodicity
length a [85],

a = [(2
√

2− 2)2
d2δ

h̃(1− h̃2)
]
1
3 (3.34)

The branched model contains amounts of branches and corrugations, which can
dramatically extend the volume fraction of the domain wall.

Differential paramagnetic effect

The differential paramagnetic effect (DPE) is usually taken as another hallmark
of type I superconductivity since it provides information about the Meissner ef-
fect and hence the superconducting volume fraction of the sample [91]. The
term differential paramagnetic effect comes from the differential susceptibility
(4M/4H)Ha . Because this differential susceptibility exhibits an excessive param-
agnetism, namely a positive peak over a finite range of temperature in an applied
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field lower than the critical field, the effect is referred to as the differential para-
magnetic effect. The DPE is ascribed to the positive (4M/4H) = N in the
intermediate state. It is only observable provided the sample has a good Meissner
effect, since the intermediate state is closely related to the Meissner effect.

3.3.2 Determination of the demagnetization factor

In practice the demagnetization effect can not be neglected especially when the
field is oriented perpendicular to the plane of a thin sample. Therefore an estimate
of the demagnetization factor from a theoretical calculation or an experiment be-
comes important. The value of the demagnetization factor mainly depends on the
geometry of the specimen, but also on the susceptibility of the sample.

In the calculations there are three specific values of the susceptibility that are
usually taken as constant [92]: χ = −1, corresponding to a superconductor in a
perfect diamagnetic state; χ ≈ 0, corresponding to a paramagnetic material; and
χ =∞ corresponding to a very soft magnetic state. D.-X. Chen et al. [93, 94, 95]
presented three papers containing results of the demagnetization factors for a range
of susceptibility values as well as different sample geometries. In an experiment
the demagnetization factor can be determined by the magnetization curve. In
fact Eq. 3.31 shows the susceptibility χ depends on the demagnetization factor N .
Additionally, since it is assumed that in the intermediate state the volume fraction
of the normal phase fN changes linearly with increasing external field [96, 97]:

fN(Ha) =
Ha − (1−N)Hc

NHc

, (3.35)

N also can be derived from the plot of the volume fraction of the normal phase as
a function of the external field by N = (Hc · dfNdHa )−1 (see Chapter 6).

3.4 Type II superconductivity

Different from type I superconductors, type II superconductors have κ > 1/
√

2,
thus a bulk nucleation field Hc2 > Hc. As a consequence for type II supercon-
ductors there are two critical fields: 1) Hc1, the lower critical field below which
the sample stays in the Meissner state Hc1 < Hc; 2) Hc2, the upper critical field
where superconductivity is suppressed completely. In the field range from Hc1 to
Hc2 the flux enters the specimen in the form of individual flux lines, each carrying
a single flux quantum Φ0 (see Fig 3.4). The state with flux lines throughout the
type II superconductor is called the mixed state. The distribution of the flux lines
is mostly in the form of a triangular flux-line lattice [85].
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3.4.1 Flux pinning

Figure 3.4: Evolution of the field and superconducting order parameter between
vortices. The figure is taken from Ref. [92].

In an ideal type II superconductor (N=0, perfect crystal) below Hc1 the mag-
netic flux is completely expelled, we have the magnetization M = −Ha; at Hc1 the
flux lines start to pass through the sample to form single-quantum vortex lines.
This is because the S-N wall energy in a type II superconductor is negative, more
vortices with a gradual increase of the field are energetically favorable. In the
mixed state the magnetization disappears continuously at Hc2 showing a second
order phase transition. However in a practical type II superconductors the flux
lines cannot always move freely, they are pinned by the interactions with defects
(pinning centers) which characterizes the microstructure of the specimen [92]. The
behaviour of the flux pinning can be explained by the Bean critical state model [98].

3.4.2 Upper critical field-Hc2

The upper critical field is the magnetic field where type II superconductivity is
completely suppressed and it provides important insights into the Cooper-pair
breaking behaviour in the magnetic field. Abrikosov [79] first derived Hc2 from the
GL theory (see Eq. 3.23). Subsequently Gor’kov [99] reported a Green’s function
reformulation of the microscopic theory of superconductivity (BCS), with which
one can derive equations [100] identical in form to those from the GL theory.
Afterwards several studies have been made for a more complete theory of Hc2 by
solving the linearized Gor’kov equation with more interactions and constraints.

Hc2 is predominately effected by the magnetic field via two mechanisms: orbital
and spin/paramagnetic effects. The orbital pair breaking is caused by the Lorentz
force due to the interaction of the charge motion of the Cooper pair with magnetic
fields. The paramagnetic effect is contributed by spin alignment in Cooper pairs
driven by magnetic fields [101]. This effect is also explained as Zeeman splitting
of spin-singlet Cooper pairs or Pauli pair breaking.
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Under the assumption that the interactions between electrons is within the
weak coupling BCS model and a spherical Fermi surface, Werthamer, Helfand
and Hohenberg (WHH) took account of both orbital [102] and spin [103] effects
into the linearized Gor’kov equation to predict the universal behaviour of Hc2 in
superconductors. The relative importance of these two effects for the Cooper-pair
breaking behaviour can be scaled by the Maki parameter α, a fitting constant
in the WHH model formalism. When α > 1 the upper critical field is mainly
dominated by the orbital effect, conversely when α < 1 it is dominated by the
paramagnetic effect [104]. According to the WHH approach [103], the orbital
limiting field Borb(T ) at T = 0 K can be given by

Borb(0) = −ζTc(dBc2/dT )|Tc , (3.36)

where ζ is a pre-factor for determining the clean limit (ζ = 0.69, l � ξ, l is the
mean free path) and dirty limit (ζ = 0.72, l� ξ). The Pauli limiting field derived
from the Zeeman energy level splitting theory [105] and the BCS gap Eg [106] can
be written as

BPauli(0) = 1.86× Tc. (3.37)

With the condition Fs = Fn the upper critical field can be obtained as

Bc2(0) =
Borb(0)√

1 + α
(3.38)

and the Maki parameter is [104]

α =
√

2Borb(0)/BPauli(0). (3.39)

3.5 Saint James and De Gennes Model-Hc3

In Section 1.2.2 we have derived the nucleation field in the bulk Hc2 =
√

2κHc

(Eq. 3.24). This result is derived under the assumption that the specimen is an
infinite superconductor where the effect of the surface can be neglected. Practi-
cally a surface represents an inhomogeneous system. The nucleation field on the
surface is expected to be higher than the one in the interior of the bulk (Hc2) in
a decreasing field. Saint James and De Gennes [107] gave a quantitative treat-
ment of this nucleation problem. It is assumed the surface is electrically insulating
and the field applied parallel to the surface is reduced from a value higher than
Maximum{Hc2, Hc}. By solving the linearized GL equation (Eq. 3.21) with spe-
cific constraints, they have shown that during a reduction of the applied field the
superconducting state was first generated in a surface layer of thickness ∼ ξ(T ).
This occurs at a field Hc3 = 2.4κHc = 1.69Hc2 where Hc3 is the surface critical
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field. Therefore κ = 0.42 presents a boundary value where above the surface state
can be observed. The relation following regions can be given

κ < 0.42 type I superconductor, Hc3 not observed,

0.42 < κ < 1/
√

2 type I superconductor, Hc3 observed,

κ > 1/
√

2 type II superconductor, Hc3 observed.

(3.40)

Later the angular dependence of the surface nucleation field was studied [108, 109].
The measured values of the nucleation field Hθ as a function of the angle θ between
the field direction and the plane of the thin sample was reported as(

Hθ cos θ

Hc‖

)2

+
Hθ sin θ

Hc⊥
= 1 (3.41)

where Hc‖ = Hc3 is the nucleation field in the direction of the field parallel with
the surface and Hc⊥ = Hc2 perpendicular with the surface. This effect may explain
some apparent measurement discrepancies of the transition field between magneti-
zation measurements (determiningHc2) and resistivity measurements (determining
Hθ).

3.6 The principle of the pressure effect on Tc

High pressure has been shown to be a clean and powerful technique for generating
novel physical states, and is particularly effective in tuning the superconducting
transition temperature Tc [110, 111]. Tc can be tuned by changing the principal
parameters, such as the electronic density of states at the Fermi level N(EF ), the
characteristic phonon frequency ωD (Debye frequency) and the electron-phonon
coupling constant λe−p. Moreover, in a few superconductors pressure-induced
changes of the Fermi surface topology also have an effect on Tc [112, 113]. The
application of the external pressure tunes the related physical properties by di-
rectly changing the distance of the atoms in the crystal lattice. Since the atoms
are concentrated under pressure, the overlap of the wavefunctions of the neigh-
boring atoms is strengthened. As a consequence the overlap integral is enhanced
which leads to a higher degree of delocalization of the electrons, a broadening of
the electronic bands and sometimes a modification of the crystal structure [114].

The superconducting transition temperature Tc can be estimated based on
microscopic theories of phonon-mediated superconductivity such as the weak-
coupling BCS model [106] or the Eliashberg model of strong-coupling supercon-
ductivity [115].

According to the weak-coupling (λe−p < 1) BCS theory Tc is expressed by [106]

Tc ≈ 1.13
~ωD
kB

exp(− 1

λe−p
), (3.42)
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where kB and ~ are Boltzmann’s and Planck’s constant, respectively, and λe−p =
N(EF )Veff where Veff is the effective attractive interaction between the electrons
mediated by the phonons. Generally the transition temperature is observed to
decrease under pressure. As we know commonly ωD increases with pressure, then
from Eq. 3.42 the decrease of Tc must be attributed to λe−p. The electrons density
of states is expected to reduce under pressure due to the pressure-induced band
broadening effect [111]. But the pressure dependence of N(EF ) can be very dif-
ferent, and it also depends on the details and the topology of the Fermi surface
in the particular compound. The pressure dependence of Veff is more difficult to
estimate, a microscopic treatment of the coupled system of electrons and phonons
is required.

For superconductors with an intermediate to strong electron-phonon coupling
(λe−p ≥ 1), the pseudopotential treatment of the screened Coulomb interaction is
induced. The Tc can be derived from the Allen-Dynes-modified McMillan equation
[116, 117]

kBTc =
~ < ω >

1.2
exp(− 1.04(1 + λe−p)

λe−p − µ∗ − 0.62λe−pµ∗
), (3.43)

where µ∗ is the Coulomb pseudopotential which is given by [118]

µ∗ =
N(EF )Vc

1 +N(EF )Vc ln EB
~ω0

(3.44)

Vc is the matrix element of the screened Coulomb interaction averaged over the
Fermi surface, EB is the electronic bandwidth and ω0 is the maximum phonon
frequency. The electron-phonon coupling constant λe−p can be obtained by [118]

λe−p = 2

∫
α2(ω)F (ω)

ω
dω =

N(EF ) < I2 >

M < ω2 >
. (3.45)

α(ω) is the strength of an average electron-phonon interaction and F (ω) is the
phonon density of states. The displacement of an atom induces a change of the
crystal potential where < I2 > is the average over the Fermi surface of the square
of the electronic matrix element. M stands for the atomic mass. < ωn > in
Eq. 3.43 (n=1), and Eq. 3.45 (n=2), is the n-th moment of the normalized weight
function: [111]

< ωn >=
2

λe−p

∫
dωα2(ω)F (ω)ωn−1 (3.46)

Apparently the pressure dependence of Tc is more complex. It can be reduced to
two parameters, the density of the states N(EF ) and the average phonon energy
< ω > (or < ω2 >) since the pressure effects on µ∗ and < I2 > are frequently
neglected [111]. Eq. 3.43 is generally used to derive Tc(P ) from first principle
calculations of the pressure effect on the band structure and the phonon spectrum.
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3.7 The principle of µSR

In section 2.5 several key features of the muon and the µSR technique have been
discussed. We know the quantity A(t) (or P (t)) contains all the information about
the spatial and temporal distribution of the magnetic fields at the muon site. In
this section, the muon depolarization function A(t) (or P (t)) in different experi-
mental configurations (i.e. ZF and TF) will be discussed. The time evolution of

Figure 3.5: Muon spin precession in a constant field ( ~B). The initial polarization
is along the z-axis, which is also the observation direction. This sketch is taken
from Ref. [67].

the muon spin polarization is defined as

P (t) =
〈~I(t) · ~I(0)〉
|~I(0)|

2 , (3.47)

where ~I(t) is the beam intensity at time t. Assume a muon ensemble is implanted
into a sample at a constant field. Then the time polarization in a specific magnetic
field along the initial muon spin direction will be

P (t) = Pz(t) ≡ P ~B(t) = Pz(0)[
Bz

2

B2
+
Bx

2 +By
2

B2
cos(γµBt)]

= Pz(0)[cos2 θ + sin2 θ cos(ωµt)].

(3.48)

Here Pz(0) is the initial polarization, θ is the polar angle and ωµ is the angular
frequency the muon processes with (see Fig. 3.5). If the field distribution p(B) in
the domain probed by the muon ensemble is given, the corresponding polarization
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function can be determined as:

Pz(t) =

∫
P ~B(t)p( ~B)d3B∫
p( ~B)d3B

. (3.49)

From Eq. 3.48 and Eq. 3.49 the muon spin polarization in several special cases
can be deduced. Generally both Gaussian and Lorentzian distribution are used
to describe the field distribution. In this thesis we only discuss the muon spin
polarization function with Gaussian field distribution in static field which we used
in the experimental data analysis. Furthermore we restrict ourselves to ZF and
TF geometries. More details can be found in Ref. [67].

3.7.1 Zero field µSR

In a zero field µSR experiment the time dependence of the polarization of the
muons in a sample can be measured under the action of internal magnetic fields.
These local fields can be a result of either electronic origin (for instance spon-
taneous magnetization) or the nuclear moments. Both will be discussed in the
following section.

Internal field from spontaneous magnetization

In the simplest case that the field from the spontaneous magnetization in a single
crystal is in a given direction θ (e.g. ferromagnetic or antiferromagnetic materials),
the muon polarization can be depicted as:

Pz(t) = cos2 θ + sin2 θ cos(ωµt), (3.50)

where cos2 θ is called the static term, and sin2 θ cos(ωµt) is the oscillating term. In
an ideally polycrystal or powder sample, the value of the internal field is constant
and the direction is isotropically distributed. In this case:

P (t) =
1

4π

∫
(cos2 θ + sin2 θ cos(ωµt))d(cosθ)dφ =

1

3
+

2

3
cos(γµBµt), (3.51)

where φ is the azimuthal angle. As we mentioned the internal field is randomly
and isotropically distributed. Therefore the 1/3 and 2/3 components can be qual-
itatively understood by assuming about 1/3 is parallel or antiparallel to the initial
muon spin direction and about 2/3 is perpendicular.

Note in Eq. 3.51 it is assumed that all muons probe the same constant field.
However in a real crystal the magnetic field structure always has some disorder
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with a distribution of the fields around a mean 〈Bµ〉. If we assume the distribution
is Gaussian, we have

p(B) =
1√

2π〈∆B2〉
exp[−(B − 〈Bµ〉)2

2〈∆B2〉
], (3.52)

where 〈∆B2〉 is the second moment of the distribution

〈∆B2〉 =

∫
(B − 〈Bµ〉)2p(B)dB. (3.53)

If we introduce the Gaussian field distribution Eq. 3.52 and Eq. 3.50 into Eq. 3.49,
and integrate for the time dependence of the polarization, we obtain

Pz(t) =
1

3
+

2

3
cos(γµ〈Bµ〉t)exp[−

1

2
γµ

2〈∆B2〉t2]

=
1

3
+

2

3
cos(γµ〈Bµ〉t)exp[−

σ2t2

2
],

(3.54)

where we define the depolarization rate σ =
√
γµ2〈∆B2〉.

Internal field from nuclear moment

As we discussed in section 2.5, the muon is a very sensitive magnetic probe and
capable to detect magnetic moments of the order of the nuclear magneton. Here we
will discuss the time dependence of the muon polarization due to nuclear moments
at zero field. A Gaussian distribution of fields can be obtained in the case of a
dense arrangement of randomly oriented nuclear moments.

If a field distribution at the muon site is centred around zero and the field is
distributed in the x, y and z direction we have

〈Bi〉 = 0 i = x, y, z

〈∆B2
i 〉 =〉(Bi − 〈Bi〉)2 = 〈B2

i 〉 − 〈Bi〉2 = 〈B2
i 〉 =

σ2

γ2µ
.

(3.55)

For the direction i (i = x, y, z), a Gaussian field distribution occurs with

p(Bi) =
1√

2π〈∆B2〉
exp[− B2

i

2〈∆B2
i 〉

], (3.56)

where 〈∆B2
i 〉 is the second moment of the field distribution along each direction.

Then we have

p( ~B) = p(Bx)p(By)p(Bz) =
p(| ~B|)
4πB2

. (3.57)
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The distribution function for the absolute value of the field is given by the Maxwell
distribution

p(| ~B|) =
1√

(2π〈B2
i 〉)3

4πB2exp[− B2

2〈B2
i 〉

]. (3.58)

Here again, we use Eq. 3.50 and introduce the Maxwell field distribution Eq. 3.58
into Eq. 3.49 for the time dependence of the polarization. We get [119]

Pz(t) =
1

3
+

2

3
(1− γ2µ〈B2

i 〉t2)exp[−
1

2
γ2µ〈B2

i 〉t2]

=
1

3
+

2

3
(1− σ2t2)exp[−σ

2t2

2
],

(3.59)

where again we define σ2 = γ2µ〈B2
i 〉. This function is the well-known Kubo-Toyabe

relaxation function. And the 1/3 and 2/3 components again can be qualitatively
understood by assuming about 1/3 is parallel to the initial muon spin direction
and about 2/3 is perpendicular.

3.7.2 Transverse field µSR

In the transverse field configuration the external magnetic field is applied perpen-
dicular to the initial muon polarization (the z direction). With Eq. 3.50 and θ =
90◦, we can rewrite the time dependence of the polarization with external field as

P x
z (t) = cos(γµBextt). (3.60)

Here it is assumed that the external field is along the x direction. Then the
Gaussian field distribution in the x direction is modified to:

p(Bext) =
γµ√
2πσ

exp(−
γ2µ(Bext −Bx)

2

2σ2
). (3.61)

Since | ~Bext| � σ
γµ

, the applied field is much larger than the internal field broad-

ening. Therefore only the applied field in the x-direction comes into play, and we
can write

P (t, Bext) =

∫
P x
z (t)p(Bext)dBext

=
γµ√
2πσ

∫
exp(−

γ2µ(Bext −Bx)
2

2σ2
)cos(γµBext)dBext

= cos(γµBextt)exp[−
1

2
γ2µ〈∆B2

ext〉t2],

(3.62)
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Figure 3.6: Schematic illustration of the information the function A(t) contains
about the spatial and temporal distribution of the magnetic fields at the muon
site.

where we again define σ =
√
γ2µ〈∆B2

ext〉. Then we can write the time evolution of

the polarization for a Gaussian broadening as

P (t, Bext) = cos(γµBextt)exp(−
σ2t2

2
). (3.63)

In Eq. 3.63, the oscillation frequency gives the external field and the damping
rate gives a direct measure of the second moment of the field distribution (see
Fig. 3.6). Additionally as we discussed in section 2.5, the volume fraction in a cer-
tain magnetic region (Fraci) can be obtained by the formula Fraci = A0,i/

∑
A0,i.

Generally it is assumed that the average field sensed by the muon is the external
field Bext. In fact, the external field does not always play the role of the average
field. It can be modified in some specific cases, i.e. for a type I superconductor
the shape of the sample will play a role through the demagnetization factor (see
Chapter 6). In addition, for a type II superconductor when determining the pen-
etration depth by µSR, the field probed by the muons will be modified by the
so-called vortex lattice (see Chapter 7).



Chapter 4

Type I superconductivity in the
Dirac semimetal PdTe2

The superconductor PdTe2 was recently classified as a type II Dirac semimetal, and
advocated to be an improved platform for topological superconductivity. Here we
report dc-magnetization, ac-susceptibility and transport measurements conducted
to determine the nature of the superconducting condensate. Surprisingly, we find
that PdTe2 is a conventional type I superconductor with Tc = 1.64 K and a critical
field µHc(0) = 13.6 mT. Our crystals also show the intermediate state as demon-
strated by the differential paramagnetic effect in the ac-susceptibility. For fields
exceeding Hc we observe additional superconducting screening signals below 1.3 K
that can be related to surface superconductivity.

This chapter has been published as Phys. Rev. B 96, 220506(R) (2017).



52 Chapter 4. Type I superconductivity in the DSM PdTe2

4.1 Introduction

Recently the transition metal dichalcogenide PdTe2 was reported to be a type II
Dirac semimetal [120, 121, 122]. Topological Dirac semimetals form a new class of
topological materials, where non-trivial surface states arise due to the topology of
the bulk band structure (for recent reviews see [123, 124, 125]). Dirac semimetals
are the 3D analog of graphene and have a cone-shaped linear energy dispersion
around the Dirac point with massless fermions [126]. The bands have a double
degeneracy that can be lifted by a magnetic field resulting in a pair of Dirac cones.
In the closely related class of Weyl semimetals the degeneracy is naturally lifted by
breaking time reversal and/or inversion symmetry [127]. The set of Dirac cones can
give rise to distinct properties, such as Fermi arcs at the surface, quantum anoma-
lous Hall effect and chiral magnetotransport [124, 125]. Type I Dirac semimetals
are like graphene and the valence and conduction bands meet at the Dirac point
and Lorentz invariance is obeyed. In type II Dirac semimetals an extra momentum
dependent term in the Hamiltonian breaks Lorentz invariance [128, 129, 130]. This
can be accomplished by tilting the Dirac cone, where the Dirac point is now the
touching point of the electron and hole pockets. This gives rise to a number of new
physical phenomena, such as an angle dependent chiral anomaly and topological
Lifshitz transitions [124, 125].

Superconductivity in PdTe2 with a transition temperature Tc of 1.5 K was dis-
covered in 1961 [131]. The recent detection of topological features in the band
structure raises the question whether superconductivity has also a topological na-
ture [120, 121, 132]. Notably, it has been advocated that PdTe2 is an improved
platform for topological superconductivity [121]. Topological superconductors at-
tract much attention because they are predicted to host protected Majorana zero
modes at their surface (for recent reviews see [133, 134]). This offers a unique
design route to produce future devices for topological quantum computation. Un-
fortunately, the number of materials in which topological superconductivity has
been realized - or is under debate - is very small [134]. Majorana modes, that
appear as gapless nodes in the bulk superconducting gap, are in general not stable
in a Type I Dirac semimetal [134]. However, in a type II semimetal the situation
is different because of the tilted dispersion. Moreover, the abundancy of states in
the electron and hole pockets near the type II Dirac point favours a larger carrier
concentration and superconductivity [121].

Hitherto, the superconducting state of PdTe2 has not been studied in detail.
The early determination of Tc by Guggenheim et al. [131] was confirmed by others
with Tc values ranging from 1.7 to 2.0 K [121, 135, 136, 137]. Fei et al. [121]
investigated the depression of Tc in magnetic field and reported an anomalous
upward curvature of the upper critical field Hc2(T ) with µ0Hc2 = 0.32 T for T → 0.
In view of the proposed topological nature of the superconducting state [121, 120,



4.2. Experimental 53

132] an in depth characterization of the superconducting phase is a matter of great
urgency. Here we report magnetic and transport measurements on single crystals
that unambiguously show PdTe2 is a type I superconductor. This makes PdTe2 the
first topological material where superconductivity is of type I. This is a surprising
results, also because the number of known binary and ternary systems with type I
superconductivity is very small (see for instance Refs. [138, 139, 140] and references
therein). Our crystals also show enhanced superconductivity of the surface sheath
in fields exceeding the critical field Hc. The surface superconductivity does not
obey the standard Saint-James-de Gennes behavior with critical field Hc3 = 1.69×
Hc [141]. We discuss these unusual results in view of the presence of topological
surface states [120, 132].

PdTe2 crystallizes in the trigonal CdI2 structure (space group P3̄m1) [142]. It
belongs to the family of transition metal dichalcogenides, which is intensively stud-
ied because of the remarkable physical properties [143]. Its normal-state electronic
properties have been investigated in the 1970s by quantum oscillation experiments
and band structure calculations [144, 145, 146]. The topological nature of the elec-
tronic band structure was reported recently [121, 120, 132]. Notable angle resolved
photoemission spectroscopy (ARPES) combined with ab initio band structure re-
vealed PdTe2 is a type II Dirac semimetal [120], which finds further support in a
non-trivial Berry phase originating from a hole pocket formed by a tilted Dirac
cone [121]. The fundamental electronic properties of PdTe2 were revisited recently
by transport, magnetic and thermal measurements [147].

4.2 Experimental

Figure 4.1: Dimensions and shape of the PdTe2 single crystal s2

For our study of the superconducting properties of PdTe2 we prepared a single
crystal by a modified Bridgeman technique [59]. Powder X-ray diffraction con-



54 Chapter 4. Type I superconductivity in the DSM PdTe2

firmed the CdI2 structure. Scanning Electron Microscopy (SEM) with Energy
Dispersive X-ray (EDX) spectroscopy showed the proper 1:2 stoichiometry within
the experimental resolution of 0.5 % (see Chapter 3.1). Laue back-scattering was
used to orient the crystal. Single crystalline bars, typically a few mm long, were
cut along the crystallographic a-axis by means of a scalpel blade and/or spark
erosion. Standard four-point resistance measurements were carried out in a Phys-
ical Property Measurement System (Quantum Design) at temperatures down to
2 K and in a helium-3 refrigerator (Heliox, Oxford Instruments) down to 0.3 K.
Dc-magnetization, M(T,H), and ac-susceptibility, χac(T,H), measurements were
made using a low field SQUID magnetometer developed at the Néel Institute. The
magnetometer is equipped with a miniature dilution refrigerator making possible
absolute value measurements by the extraction technique. A MuMetal and super-
conducting shield combination results in a residual field of a few milliOersted at
the sample position when cooled. As regards χac, the in-phase, χ′ac, and out-of-
phase, χ′′ac, signals were measured in driving fields µ0Hac = 0.0005− 0.25 mT with
low frequencies fac = 2.3− 13 Hz. The dimensions and shape of the PdTe2 crystal
used for the magnetization measurements are reported in Fig. 4.1. The magnetic
field was applied along the long direction (a-axis). In order to estimate the de-
magnetization factor, N, we approximated the shape by a bar with dimensions
4.4×1.6×0.65 mm3 (shown in Fig. 4.1). We calculate N = 0.10 [148].

4.3 Results and analysis

4.3.1 Type I superconductivity in PdTe2

In Fig. 4.2 we show the dc-magnetization as a function of the applied field Ha in the
temperature range 0.31−1.50 K. The M(Ha)-curves follow the behavior of a Type
I superconductor with a Meissner phase up to µ0Ha = 12 mT and the intermediate
state for 12 < µ0Hc < 13.6 mT, where Hc is the critical field. The large value of
the measured initial slope χm = dM/dHa = χ/(1 +Nχ) = −1.13 is in agreement
with bulk superconductivity. Here N is the demagnetization factor and χ = −1
the ideal susceptibility [149]. From the initial slope we calculate N = 0.12 which
is close to the estimated value ∼ 0.10 based on the sample shape (see Fig. 4.1).
We remark the rounding of the curves is due to the non-uniform magnetization
at the sample edges. However, a clear kink and tail is observed in the data just
above Hc (see inset). We will return to this point later. We have determined
Hc(T ) by extrapolating the idealized linear M(Ha)-curves to M = 0, as shown
by the dash-dotted line for T = 0.31 K in Fig. 4.2. The critical field follows the
standard BCS quadratic temparature variation Hc(T ) = Hc(0)[1− (T/Tc)

2], with
µ0Hc = 13.6 mT and Tc = 1.64 K, see Fig. 4.7.
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Figure 4.2: Dc-magnetization per unit volume (S.I. units) as a function of applied
field for PdTe2 at temperatures from 0.31 K (right) to 1.50 K (left) as indicated.
The initial slope χm = dM/dHa accounts for a superconducting sample volume of
100 % with N = 0.12 (dashed line). The dash-dotted line indicates the idealized
M(Ha)-curve with slope 1/N in the intermediate state at T = 0.31 K. The black
arrow indicates Hc at T = 0.31 K. The red arrow points to a kink and start of a
tail in M(Ha). Inset: Zoom of the kink-feature at a few selected temperatures.

The temperature variation of the dc-susceptibility, χdc(T ), in applied fields
≤ 10 mT is shown in Fig. 4.3. The data are taken after cooling in zero field
(ZFC) and field cooled (FC). The FC data at low applied dc-fields (µ0Ha = 1 mT)
demonstrate a large Meissner effect with a flux expulsion of 93 %. Ac-susceptibility
measurements in an ac-driving field µ0Hac = 0.25 mT for dc-fields up to 10 mT
are reported in Fig. 4.4 a,b. At low temperatures χ′ac shows a full superconducting
screening signal. Upon increasing the temperature χ′ac does not show the usual
smooth increase to zero. Instead the signal becomes positive and shows a large
peak before the normal state is reached at Tc. This is known as the differential
paramagnetic effect (DPE) [150]. It results from the positive ∂M/∂Ha below Hc

in the intermediate state (see Fig. 4.2), i.e. in between (1 − N)Hc and Hc, and
has been observed in other type I superconductors as well [138, 140]. Hc(T )-data
points extracted from the dc and ac-susceptibility data in fixed fields have been
collected in Fig. 4.7 as well.

The dc-magnetization, the ac-susceptibility with DPE and the extracted T 2-
variation of Hc, all provide solid evidence PdTe2 is a type I superconductor. This
tells us the Ginzburg-Landau parameter κ = λ/ξ < 1/

√
2. An estimate for the
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Figure 4.3: Dc-susceptibility, M/Ha, in S.I. units, as a function of temperature in
fields µ0Ha from 1 mT (right) to 10 mT (left) in steps of 1 mT. Data are taken
after cooling in zero field (ZFC) and field cooled (FC) as shown by the arrows.
Inset: Part of the ZFC-FC curves in applied fields of 0.2 (red), 0.1 (blue) and
0.05 mT (green).

magnetic penetration depth, λ, can be obtained using the London equation λ =
(m∗/µ0nse

2)1/2, where m∗ is the effective mass, ns the superfluid density and e the
elementary charge. With a carrier density n = 5.5× 1027 m−3 determined by Hall
effect measurements on our crystals, and m∗ ≈ 0.3me [145, 137] (here we use an
average value m∗ and me is the free electron mass) we calculate λ ∼ 39 nm. A value
for the superconducting coherence length, ξ, can be derived from the Ginzburg-
Landau relation ξ = Φ0/(2

√
2πµ0Hcλ) [151], here Φ0 is the flux quantum. With the

measured value Hc(0) = 13.6 mT we obtain ξ ≈ 439 nm, and calculate κ ≈ 0.09.
We remark that realistic errors margins in the values of n and m∗ will not affect the
result κ < 1/

√
2. Since −µ0H

2
c /2 is the condensation energy per unit volume we

can use thermodynamic relations to calculate Hc from the step-size of the specific
heat at Tc using the relation ∆C|Tc = 4µ0Hc(0)2/Tc = 1.43× γTc [149], assuming
PdTe2 is a weak coupling BCS superconductor [152]. Here γ is the Sommerfeld
coefficient. With the experimental value γ = 138 J/K2m3 [147, 152] (the molar
volume is 4.34× 10−5 m3/mol), we calculate µ0Hc(0) = 12.6 mT, which is close to
the measured value reported in Fig. 4.7.
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Figure 4.4: Ac-susceptibility of PdTe2. Upper panels (a) and (b): In phase and
out-of-phase component of the ac-susceptibility for an ac-driving field µ0Hac =
0.25 mT. Data are taken in dc fields µ0Ha = 0 − 10 mT, as indicated. The
large peaks in χ′ac when a dc field is applied are due to the differential para-
magnetic effect. Lower panels: Ac-susceptibility in a small ac-driving field
µ0Hac = 0.0005 mT. Panel (c): As a function of temperature at dc-fields from
0 to 14 mT as indicated. Panel (d): As a function of applied field at a tempera-
ture of 0.31 K, and from 0.40 K to 1.50 K in steps of 0.1 K.

4.3.2 Superconductivity of the surface sheath

Having established that PdTe2 is a bulk type I superconductor, we next turn to
superconductivity of the surface sheath. A close inspection of the M(H) isotherms
reported in Fig. 4.2 reveals a clear kink in the data close to Hc and a long tail
for M(H) → 0 (see inset). Thus superconductivity survives above Hc. This



58 Chapter 4. Type I superconductivity in the DSM PdTe2

is also most clearly observed in the ac-susceptibility data measured in a small
driving field µ0Hac = 0.0005 mT reported in Fig. 4.4(c)(d). For small fields
(µ0Ha ≤ 4 mT) the χ′ac(T )-data (panel c) show the same behavior as reported
in Fig. 4.4(a) (µ0Hac = 0.25 mT). However, for µ0Ha ≥ 6 mT the DPE peak
progressively reduces and screening persists even for fields exceeding Hc. The
χ′ac(Ha)-data (panel d) show that at the lowest temperature (0.31 K) screening of
the full superconducting volume takes place till ∼ 17 mT. By further increasing Ha

the screened volume is reduced in a step-wise fashion, until finally at 33 mT the
diamagnetic signal disappears completely. Since the χ′ac(T,Ha)-data show a full
screening signal above Hc this signal must come from the superconducting surface
layer. This also explains why the large peak due to the DPE located just below Hc

becomes smaller and smaller with increasing applied field (panel c) or decreasing
temperature (panel d): the bulk is screened by the surface layer [153].
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Figure 4.5: Ac-susceptibility of PdTe2 (crystal s2) as a function of the applied
field, Ha, in a driving fields µ0Hac = 0.005 mT at temperatures in the range
T = 0.32− 1.5 K as indicated. Here Hac is 10× larger than in Fig.4.4(d).

The screening efficacy of the surface layer strongly depends on the amplitude
of Hac. In Fig. 4.4(a) µ0Hac = 0.25 mT and the screening is weak, while in
Fig. 4.4(c) µ0Hac = 0.0005 mT and the screening is large. In Fig. 4.5 we show
the field variation χac(Ha) for µ0Hac = 0.005 mT at different temperatures. Here
the driving field is 10 times larger than Hac used to take the data presented in
Fig. 4.4(d). The weaker screening in Fig. 4.5 is obvious and the DPE peak remains
visible even at the lowest temperature. In Fig. 4.6 we show the low frequency ac-
susceptibility of PdTe2 (crystal s2) at T = 0.60 K as a function of applied field,
Ha, measured for 5 different amplitudes of the ac-driving field, Hac. For the largest
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amplitude, µ0Hac = 0.25 mT, the peak due to the differential paramagnetic effect
(DPE) below Hc is very pronounced. For fields Ha > Hc (0.6K) = 12 mT a
diamagnetic signal is still visible. Upon reducing the amplitude of Hac the extra
diamagnetic signal grows progressively and screens the peak due to the DPE more
and more. For the lowest amplitude of the ac-driving field, µ0Hac = 0.0005 mT, the
DPE peak is completely screened and a full screening signal (100 % sample volume)
persists till 14 mT. This can only be caused by superconductivity of the surface
layer (which is present already above Hc). For higher applied fields flux penetrates
the crystal in a step-wise fashion, which indicates an intricate flux pinning process
at the surface. Flux penetrates more easily when the amplitude of Hac is increased.
From our ac-susceptibility study we conclude that superconductivity of the surface
layer accompanies bulk superconductivity. The efficacy of the surface layer to pin
flux strongly depends on the amplitude of the ac-driving field, and is already
strongly reduced for µ0Hac = 0.25 mT. It also tells us flux pinning in the surface
sheath is extremely weak and can be overcome by a driving field of typically
0.25 mT. The weak pinning at the surface of the crystal also explains why the
FC dc-susceptibility measured in very small dc-fields ≤ 0.2 mT shows less flux
expulsion than for fields ≥ 1.0 mT (see inset Fig. 4.3).
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Figure 4.6: Ac-susceptibility of PdTe2 (crystal s2) at T = 0.60 K as a function of
the applied field, Ha, in driving fields, µ0Hac, ranging from 0.0005 mT to 0.25 mT
as indicated.

4.3.3 Superconducting phase diagram

Next we present the superconducting phase diagram derived from the magnetic and
transport measurements (Fig. 4.7). Superconductivity of the bulk is found below
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perconductivity is found below Hc(T ) as determined by dc-magnetization and χ′ac.
The red line represents a fit to Hc(T ) = Hc(0)[1 − (T/Tc)

2], with µ0Hc(0) =
13.6 mT and Tc = 1.64 K. Surface superconductivity is found below Hs

c (T ) as de-
termined by χ′ac for a small amplitude of Hac (see text). The green line represents
a fit to Hs

c (T ) = Hs
c (0)[1 − (T/T sc )2], with µ0H

s
c (0) = 34.9 mT and T sc =1.33 K.

The blue symbols denote HR
c (T ) and are taken from the superconducting transi-

tion measured by resistance. The blue line compares HR
c (T ) with the WHH model

curve (see text).

the Hc-phase line. The critical field of the surface layer Hs
c (T ) is identified from the

data in Fig. 4.4c,d by the field (> Hc) at which χ′ac(H) or χ′ac(T ) reaches zero. We
remark that for the small amplitude ac-field, µ0Hac = 0.0005 mT, Hs

c (T ) is well
defined due to the step-like feature when χ′ac → 0. For larger amplitudes of Hac the
step broadens. Obviously, Hs

c (T ) does not follow the standard relation for surface
superconductivity Hc3 = 1.69×Hc [141]. Moreover, the extrapolation of Hs

c (T ) to
H → 0 reveals T sc of the surface layer is 1.33 K, which is lower than the bulk Tc (see
Fig. 4.7). Here we fitted Hs

c (T ) to a quadratic temperature function, from which
we infer µ0H

s
c (0) = 34.9 mT. Remarkably, electrical resistance measurements for

Ha ‖ a on the same PdTe2 crystal reveal superconductivity survives up to fields
that are almost a factor 10 higher (see the right panel in Fig. 4.7 for details).
The critical field determined by transport, HR

c (T ), tracks the Hc(T ) curve for low
fields, but increases rapidly below ∼ 1.3 K. This temperature coincides, within
the error bar, with T sc , which strongly suggests the transport experiment probes



4.4. Discussion and conclusion 61

superconductivity of the surface layer as well. The HR
c (T )-curve compares quite

well with the standard Werthamer-Helfand-Hohenberg (WHH) expression for a
weak-coupling spin-singlet superconductor in the clean limit [154].

4.4 Discussion and conclusion

The phase diagram with type I superconductivity below Tc = 1.64 K and surface
superconductivity below T sc = 1.33 K is at odds with the standard BCS behavior,
but we stress it is a robust property of our PdTe2 crystals. We have performed
a number of checks. First of all SEM and EDX showed our crystals to have a
homogeneous 1:2 composition and no foreign phases were detected (see Chapter
3). Secondly, and most importantly, after taking the M and χ′ac data we carefully
polished the surfaces of the crystal and remeasured the magnetic properties with
essentially the same results for the bulk and surface. This provides compelling
evidence surface superconductivity is not due to an impurity phase on the surface.
We emphasize the large critical field HR

c (T ) measured by resistance is a robust
property of our crystals as well (see Appendix ). Resistance measurements for
B ‖ a∗- and c-axis on the same crystal, as well as on other crystals, all show
similarly enhanced values of HR

c (T ). The close to isotropic behavior for B ‖ a-,
a∗- and c-axis indicates the superconducting transition in resistance is not due to
filamentary superconductivity. Finally, we remark that Fei et al. [121] reported a
large critical field ∼ 0.32 T for T → 0 deduced from resistance data too.

The unusual superconducting phase diagram of PdTe2 shows some similari-
ties with the diagrams reported for the Type I superconductors AuBe [155] and
LaRhSi3 [140]. For these materials also a surface critical field much larger than Hc

is found. However, in both case it was attributed to a field induced change from
type I to type II/1 superconductivity below a conversion temperature T ∗ < Tc,
which is possible when κ is close to 1/

√
2 [156]. We remark that for PdTe2

κ = 0.09 < 1/
√

2 and we did not find any evidence for a conversion from Type I to
Type II/1. On the other hand, both LaRhSi3 and AuBe have a noncentrosymmet-
ric crystal structure. Theory predicts the lack of inversion symmetry can possibly
give rise to exotic superconducting properties due to the mixing of spin-singlet and
triplet order parameters [157], as well as to unusual surface states. This possibly
explains the measured critical fields are much larger than Hc.

The structure of superconducting states in Dirac semimetals was recently inves-
tigated by theoretical work [121, 158, 159, 160]. Depending on the different pairing
potentials, topological odd-parity superconductivity in the bulk with gap nodes is
a possibility. Since we find that PdTe2 is a conventional BCS superconductor, such
a scenario is most likely ruled out. On the other hand, ARPES measurements in
the normal state reveal the presence of a topological surface state [120, 132]. Pos-
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sibly, a superconducting gap opens in this topological surface state at T sc , below Tc
of the bulk. Since, superconductivity of the surface layer, with two critical fields
Hs
c and HR

c , does not follow the standard BCS behavior, we speculate it could have
a topological nature. This calls for an in depth examination of superconductivity
in PdTe2, by e.g. scanning tunneling probe techniques.

In summary, we have investigated the superconducting properties of the com-
pound PdTe2 that was recently reported to be a type II Dirac semimetal. Dc-
magnetization and ac-susceptibility measurements clearly show PdTe2 is a type
I superconductor with Tc = 1.64 K and a critical field µ0Hc(0) = 13.6 mT. Our
crystals also show the intermediate state as is demonstrated by the differential
paramagnetic effect observed in the ac-susceptibility. In addition, superconduc-
tivity of the surface layer is found below T sc = 1.33 K < Tc. It persists up to
µ0H

s
c (0) = 34.9 mT and does not follow the standard Saint-James-de Gennes be-

havior. Resistance data point to an even larger critical field for the surface layer
HR
c (0) ≈ 0.30 T. PdTe2 is the only topological material with type I superconduc-

tivity has been reported so far. This, together with the unusual superconducting
phase diagram, calls for a close examination of superconductivity in PdTe2, espe-
cially in view of the existence of topological surface states.

4.5 Appendix

4.5.1 Superconductivity measured by resistance

Figure 4.8: Temperature variation of the resistance of PdTe2 measured in fixed
applied magnetic fields Ha ‖ a∗ as indicated.
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Figure 4.9: Temperature variation of the resistance of PdTe2 in fixed fields Ha ‖ a
as indicated. We remark, in this experiment the field values are not corrected for
the small remanent field of about 3 mT present in the superconducting magnet.

The depression of superconductivity in PdTe2 was studied by measuring the
resistance, R(T ), in fixed magnetic fields applied along the a-, a∗- and c-axis.
Data for Ha ‖ a are taken in the longitudinal configuration (Ha ‖ I), while data
for Ha ‖ a∗ and Ha ‖ c are taken in the transverse configuration (Ha ⊥ I). In
Figs. 4.8 and 4.9 we present the data for Ha ‖ a∗ and Ha ‖ a, respectively. Since
the critical field for the Type I superconducting phase is low (Hc = 13.6 mT for
T → 0), special care was taken to reduce the remanent field in the superconducting
magnet to close to zero (by reversing the field polarity while sweeping the field
to zero) in the experiment for Ha ‖ a∗. The data for Ha ‖ a∗ show a sharp
superconducting transition in the low field range (up to 4 mT), i.e. when the
phase boundary of Type I superconductivity is probed (see inset Fig. 4.10). In
higher applied fields the transition broadens gradually and superconductivity is
depressed less rapidly. The measured R(T )-curves for Ha ‖ c (not shown) are
comparable to the ones for Ha ‖ a. The field-depression of superconductivity was
also measured on two other crystals with similar results.

By collecting the transition temperatures measured at fixed fields in the Ha−T
plane we construct the superconducting phase diagram determined by resistance
shown in Fig. 4.10. Here we use the onset Tc for superconductivity. We remark
that by defining Tc as the midpoint of the transition or at R = 0 the Tc values will
be reduced to some degree, but this will not affect the main features of the dia-
gram. In very low fields (up to 4 mT) we observe the depression of the bulk Type
I superconducting phase (see inset in the left panel). However, superconductivity
survives up to much larger fields. For Ha ‖ a we find a critical field µ0H

R
c ≈ 0.3 T

for T → 0. We attribute the R = 0 state for fields exceeding 4 mT to supercon-
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Figure 4.10: Left panel: Field-temperature phase diagram of superconductivity
in PdTe2 (crystal s2) measured by resistance. Data points are taken from Tconset
in the R(T )-curves measured at fixed fields. The inset shows low-field data for
Ha ‖ a∗ that initially follow the T 2-variation of Hc(T) (red line). Right panel:
Reduced critical field, b = HR

c (T )/[−(dHR
c /dT )|Tc×Tc] as a function of the reduced

temperature T/Tc. The data are compared to the WHH model curve (black line).

ductivity of the surface. The HR
c (T)-curves are remarkably isotropic with respect

to the direction of the magnetic field. This rules out a scenario of filamentary
superconductivity with filaments in the planes of the layered material. In this case
one expects to observe a large anisotropy of HR

c (T) for a field along and perpendic-
ular to the c-axis. The presence of filaments perpendicular to the layer direction
is highly unlikely. In the right panel of Fig. 4.10 we have traced the HR

c (T )-data
in a “universal” reduced plot b(t), where b = HR

c (T )/[−(dHR
c /dT )|Tc × Tc] and

t= T/Tc. Here we take Tc = T sc = 1.33 K. The data compare well with the
Werthamer-Helfand-Hohenberg model curve for an orbital-limited weak-coupling
spin-singlet superconductor in the clean limit [154].

4.5.2 Superconductivity after polishing the crystal surfaces

The bar-shaped PdTe2 crystal used for the magnetization study was cut from a
bigger piece by a scalpel blade. The cuts along the ac-plane were made by spark
erosion. In order to exclude that surface superconductivity is due to an impu-
rity face due to the defected spark-cut layer, the crystal’s surfaces were carefully
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Figure 4.11: ZFC and FC dc-magnetization per unit volume as a function of
applied field for PdTe2 (crystal s2) after polishing at temperatures from 0.34 K
(right) to 1.4 K (left) as indicated. The initial slope χm = dM/dHa accounts for a
superconducting sample volume of 100 % with N = 0.12 (dashed line). The dash-
dotted line indicates the idealized M(Ha)-curve with slope 1/N in the intermediate
state at T = 0.34 K. The red arrow points to the start of a tail in M(Ha) indicating
surface superconductivity

polished by 3 and 1 µm diamond paste till the surfaces appeared brilliant. Next,
the dc-magnetization and ac-susceptibility measurements were repeated on the
polished crystal. The results basically show that superconductivity of the surface
sheath is not removed by polishing. In Fig. 4.11 we show the dc-magnetization.
The data are close to identical to the data reported in Fig. 4.2. The tail in M(H)
for Ha > Hc, which is a signature of surface superconductivity, is reproduced. In
Fig. 4.12 we show the dc-susceptibility, or rather M/Ha, as a function of temper-
ature. Again the data are essentially identical to the data reported in Fig. 4.3.
Also, the amount of expulsed flux decreases for the lowest dc-fields (0.10 and 0.01
mT). This was attributed to the weak pinning capability of the surface layer. In
Figs. 4.13 and 4.14 we report ac-susceptibility measurements as a function of field
in driving fields of 0.25 mT and 0.0005 mT, respectively. The latter data-set shows
that the screening due to the surface is less effective compared to the data taken
before polishing (Fig. 4.4 d). It indicates the polished surface is less effective in
pinning the flux. On the other hand surface superconductivity persists to higher
fields: 44 mT for the polished sample compared to 33 mT before polishing (at the
lowest temperature of 0.31 K).
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perature in fields µ0Ha from 0.01 mT (right) to 10.0 mT (left) as indicated. The
data are taken on PdTe2 (crystal s2) after polishing

In Fig. 4.15 we present the superconducting phase diagram for the polished
PdTe2 crystal. The data points are collected from dc-magnetization (Figs. 4.11 and
4.12) and ac-susceptibility (Figs. 4.13 and 4.14). The phase boundary for surface
superconductivity, Hs

c (T), is obtained by identifying the field where χ′ac loses its
diamagnetic character (χ′ac = 0), see Fig. 4.14. Here we used the χ′ac-data measured
with the lowest amplitude of the ac-driving field µ0Hac = 0.0005 mT. The Hs

c (T)-
curve lies above the curve reported in Fig. 4.7. After polishing µ0H

s
c (0) = 46.2 mT,

compared to µ0H
s
c (0) = 34.9 mT before polishing. The values of T sc obtained by

extrapolating Hs
c (T ) to zero field in the unpolished and polished case are identical

within the error bar. We remark that the value of Hs
c (0) depends on the amplitude

of the ac-driving field, and that there are subtle effects of polishing on the pinning
ability of the surface layer. But overall, the phase diagram before and after pol-
ishing is the same. We did not measure the HR

c phase boundary by resistance on
the PdTe2 (crystal s2) after polishing. However, resistance measurements on two
other crystals with freshly cleaved surfaces confirmed enhanced values HR

c � Hc.
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Figure 4.15: Superconducting phase diagram of PdTe2 (crystal s2) after polishing.
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The solid red and green lines represent fits to the critical fields Hc for bulk super-
conductivity and Hs

c for surface superconductivity with a quadratic temperature
function.



Chapter 5

Superconductivity under pressure
in the Dirac semimetal PdTe2

The Dirac semimetal PdTe2 was recently reported to be a type-I superconductor
(Tc =1.64 K, µ0Hc(0) = 13.6 mT) with unusual superconductivity of the surface
sheath. We here report a high-pressure study, p ≤ 2.5 GPa, of the superconduct-
ing phase diagram extracted from ac-susceptibility and transport measurements on
single crystalline samples. Tc(p) shows a pronounced non-monotonous variation
with a maximum Tc =1.91 K around 0.91 GPa, followed by a gradual decrease to
1.27 K at 2.5 GPa. Surface superconductivity persists under pressure as demon-
strated by the large superconducting screening signal for applied dc-fields Ha > Hc.
Surprisingly, for p ≥ 1.41 GPa the superconducting transition temperature at the
surface T Sc is larger than Tc of the bulk. Therefore surface superconductivity may
possibly have a non-trivial topological nature. We compare the measured pressure
variation of Tc with recent results from band structure calculations and discuss the
importance of a Van Hove singularity.

This chapter has been published as J. Phys.: Condens. Matter 32 025603
(2020).
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5.1 Introduction

The family of layered transition metal dichalcogenides attracts much attention,
because of the wide diversity of fascinating electronic properties. One of the
present-day research interests is the possibility to realize novel quantum states
as a result of the topological non-trivial nature of the electronic band struc-
ture [128, 129, 130, 161]. Especially, it has been proposed that these materials
host a generic coexistence of type-I and type-II three dimensional Dirac fermion
states [161]. An interesting example in this respect is PdTe2 that has been clas-
sified as a type-II Dirac semimetal following a concerted examination of ab-initio
electronic structure calculations and angle-resolved photoemission spectroscopy
(ARPES) experiments [132, 120, 121, 161, 162]. In a type-II Dirac semimetal the
Hamiltonian breaks Lorentz invariance because the energy dispersion relations,
i.e. the Dirac cone, are tilted [128]. The Dirac point is then the touching point
between the electron and hole pockets and a nearly flat band may form near
the Fermi level. Moreover, PdTe2 is a superconductor below 1.6 K [131, 163],
which solicits the intriguing question whether superconductivity is promoted by
the nearly flat band and consequently has a topological nature [121]. Topolog-
ical non-trivial superconductors attract much interest since it is predicted these
may host protected Majorana zero modes at the surface (for recent reviews see
Refs. [133, 134]). This in turn offers a unique design route to make devices for
topological quantum computation.

Superconductivity in PdTe2 was discovered in 1961 (Ref. [131]), but was not
investigated in detail until 2017, when Leng et al. [163] carried out comprehen-
sive magnetic and transport experiments on single-crystals. Unexpectedly, dc-
magnetization measurements, M(H), revealed that PdTe2 is a bulk type-I su-
perconductor, which was further embodied by the observation of the differential
paramagnetic effect in the ac-susceptibility measured in applied magnetic dc-fields.
The critical field Hc(T ) follows the standard quadratic temperature variation with
µ0Hc(0) = 13.6 mT. The possibility of type-I superconductivity in Dirac materials
was recently investigated by Shapiro et al. [164] employing a microscopic pairing
theory for an arbitrary tilt parameter of the Dirac cone. For PdTe2 these authors
concluded type-I superconductivity is feasible for a tilt parameter k = 2. An-
other interesting aspect of PdTe2 is the observation of surface superconductivity,
as evidenced by large screening currents in the ac-susceptibility for applied dc-
fields Ha > Hc [163]. The critical field for surface superconductivity HS

c does not
follow the standard Saint-James - de Gennes expression Hc3 = 2.39 × κHc [141],
where κ is the Ginzburg-Landau parameter. This led to the proposal [163] that
superconductivity of the surface sheath might have a topological nature and orig-
inates from topological surface states detected by ARPES [120, 132]. More re-
cently, specific heat [165] and magnetic penetration depth [166, 167], measurements
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have been conducted. These confirm conventional weak-coupling Bardeen-Cooper-
Schrieffer (BCS) superconductivity, with a full gap in the bulk. At the same time
zero-field scanning tunneling microscopy (STM) and spectroscopy (STS) experi-
ments [162, 168] lend further support for the absence of in-gap states, which seems
to rule out topological superconductivity at the surface. Dominant s-wave su-
perconductivity was also concluded from tunneling spectroscopy experiments on
side junctions [169]. Nonetheless, the uncommon type-I behavior for a binary
compound, and the unexplained superconductivity of the surface sheath, justify a
further in-depth examination of the superconducting properties of PdTe2.

We here report the results of a high-pressure investigation of the superconduct-
ing phase diagram of PdTe2 single crystals (p ≤ 2.5 GPa). Combined resistivity
and ac-susceptibility measurements show Tc increases at low pressures, then passes
through a maximum of 1.91 K around 0.91 GPa, and subsequently decreases at
higher pressure. Under pressure superconductivity maintains its type-I character.
Surface superconductivity persists under pressure as demonstrated by the large
superconducting screening signal for applied dc-fields Ha > Hc. Interestingly, for
p ≥ 1.41 GPa the superconducting transition temperature of the surface, T Sc ,
is larger than Tc of the bulk. Therefore surface superconductivity may possibly
have a non-trivial topological nature. The initial increase of Tc with pressure is
at variance with the smooth depression predicted by recent electronic structure
calculations [170].

5.2 Experimental

The crystals used for our high pressure study were taken from the single-crystalline
boule prepared by the modified Bridgman technique [59] and characterized in Ref.
[163]. Powder X-ray diffraction confirmed the trigonal CdI2 structure (spacegroup
P 3̄m1 [142]. Scanning electron microscopy (SEM) with energy dispersive x-ray
(EDX) spectroscopy showed the proper 1:2 stoichiometry within the experimental
resolution of 0.5%. Laue backscattering was used to orient the crystals. Stan-
dard four-point resistance measurements were performed in a Physical Property
Measurement System (PPMS, Quantum Design) at temperatures down to 2 K.
The resistivity, ρ(T ), of our crystals shows metallic behavior. A typical trace in
the temperature range 2-300 K is shown in Fig. 5.1. The residual resistance ratio
R(300K)/R(2K) = 30.

Electrical resistance, R(T,H), and ac-susceptibility, χac(T,H), measurements
under high-pressure were performed utilizing a clamp-type piston-cylinder cell,
which has a double-layer made of Cu-Be and NiCrAl alloys. The single crystal sizes
for R(T,H) and χac(T,H) were ∼ 2.3×1.0×0.18 mm3 and ∼ 2.9×1.0×0.67 mm3,
respectively. Both samples were mounted on a plug and loaded into a Teflon
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Figure 5.1: Left: Resistivity of PdTe2 measured with the current in the basal
plane. Right: Pressure plug with samples and χac coils mounted (schematic).

capsule together with coils and a pressure-transmitting medium, Daphne oil 7373,
for hydrostatic compression [62]. A schematic drawing of the plug with samples
and coil is shown in Fig. 5.1. The generated pressure in the capsule relating to each
load was estimated from the calibration data for this cell, which was obtained from
the pressure variations of superconducting transition temperatures of lead and tin
in previous experiments [63, 171]. We carried out the compression experiments
on the crystals twice, first up to a pressure of 1.24 GPa and in a second run up
to 2.49 GPa. Typical experimental conditions are as follows. The high-pressure
cell was compressed at room temperature and then cooled down to about 0.3 K
using a 3He refrigerator (Oxford Instruments Heliox VL). Electrical resistivity was
measured by a resistance bridge (Linear Research LR-700) using a low-frequency
ac method with an excitation current I = 300µA. In order to investigate the
field-suppression of Tc, a magnetic field was applied along the current, parallel to
the a-axis. For ac-susceptibility measurements, a small cylinder, composed of an
excitation coil and a pick-up coil in which the sample is situated, was prepared.
The in-phase and out-of-phase signals were detected in the driving field µ0Hac =
0.0047 mT with a frequency of fac = 313 Hz using a lock-in amplifier (EG&G
Instruments Model 7260). Measurements were made in zero field and in applied
dc-fields using a superconducting magnet. Special care was taken to reduce the
remnant field of the superconducting magnet to close to zero, since our PdTe2
crystals show type-I superconductivity.
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The Hall effect was measured on two PdTe2 crystals in a piston-cylinder clamp
cell developed for the Physical Property Measurement System (PPMS, Quantum
Design) at nine different pressures up to 2.07 GPa. The sample space is 4.4 mm
in diameter and ∼15 mm in height. Two crystals were placed in two stages along
a compression axis perpendicular to the sample plane. The sample size (length ×
width × thickness) amounts to 2.8 × 1.4 × 0.08 mm3 and 2.9 × 1.0 × 0.19 mm3

for crystal 1 and 2, respectively. The current was applied in the basal-plane of
the crystals, whereas the magnetic field was applied along the trigonal axis, per-
pendicular to the sample plane. Measurements were carried out for two field po-
larities, B+ and B−, and the Hall resistance, RH , was obtained by symmetrizing:
RH = (RB+ −RB−)/2.

Overall the resistivity, ρ(T ), measured in the temperature range 2-300 K showed
little variation with pressure and remained metallic. However, the absolute ρ-value
at 300 K decreases smoothly with respect to pressure to about 80% of the ambient
pressure value at the highest pressure 2.49 GPa.

5.3 Results

The overall results of the two pressure runs are reported in Fig. 5.2. In the first
run data were taken at pressures of 0.25, 0.58, 0.91 and 1.24 GPa. Here the normal
state resistance RN ' 70 µΩ. For the second run new voltage contacts were made
on the crystal resulting in RN ' 60 µΩ. The applied pressures are 0.75, 1.08, 1.41,
1.74, 2.07 and 2.49 GPa. We remark the zero-pressure data were measured after
releasing the pressure. Also, the value of the ac-susceptibility differed somewhat
between different cool downs and between the two pressure runs. For clarity all the
χac data in the lower panel of Fig. 5.2 are normalized to −1 in the superconducting
state.

At ambient pressure superconductivity is found with onset temperatures of
1.63 K and 1.59 K in R(T ) and χac(T ), respectively. The resistance curve shows
a double structure at low pressures. We attribute this double structure in R(T )
to parts of the crystal responding somewhat differently to pressure. However, for
p ≥ 1.08 GPa the resistance curves show a single sharp superconducting transition.
A similar behavior is observed in χac(T ) with relatively sharp, single transitions at
pressures of 1.08 and 1.24 GPa. However, for p ≥ 1.41 GPa the transition in χac(T )
becomes structured again. As we will demonstrate in the next section, at these
pressures the initial screening step is attributed to surface superconductivity [163],
while the ensuing second step with a full diamagnetic screening is attributed to
bulk superconductivity.
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Figure 5.2: Resistance and ac-susceptibility (normalized to −1 in the supercon-
ducting state) of single-crystalline PdTe2 as a function of temperature around Tc
at pressures up to 2.49 GPa as indicated. The data were taken in two pressure runs
(see text): dashed-dotted lines for the first run (p-values listed above the curves)
and solid lines for the second run (red p-values listed adjacent to the curves). The
curves at 0 GPa were measured after releasing the pressure in the second run.
TRc is determined from the onset of superconductivity in R(T ) as indicated for
p = 2.49 GPa by the thin solid lines. For p ≥ 1.41 GPa the onset of diamagnetic
screening in χac(T ) is attributed to surface superconductivity at T Sc , and the fur-
ther drop signals bulk superconductivity at T χc , as indicated for p = 2.49 GPa.
See text.

A first important conclusion from the data in Fig. 5.2 is that superconductivity
is enhanced under pressure with a maximum Tc = 1.9 K at around 0.9 GPa. At
higher pressures Tc is gradually depressed down to 1.3 K at 2.5 GPa. Before pre-
senting the pressure-temperature (p− Tc) phase diagram we discuss the magnetic
field variation of Tc at different pressures.
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Figure 5.3: Upper panel: Resistance of PdTe2 as a function of temperature at a
pressure p = 0.25 GPa measured in applied magnetic fields µ0Ha ‖ I ‖ a. Curves
from right to left are taken in fields of 0, 1, 2, 3, 5, 7, 9, 13, 16, 24, 35, 50, 65, 80,
95, 110, 125, 140, 155 and 180 mT. Lower panel: Ac-susceptibility at p = 0.25 GPa
measured in applied magnetic fields. Curves from right to left in 0 mT to 14 mT
with 1 mT steps and in 16.5, 19, 21.5, 23, 27 and 30 mT.

5.3.1 T χc and T Sc : Field-temperature phase diagram from
χac

In order to investigate the pressure dependence of the superconducting phase di-
agram in the H-T plane we have measured at each pressure the resistance and
ac-susceptibility in applied dc-fields, Ha. A typical data set taken at p = 0.25 GPa
is shown in Fig. 5.3. In the lower panel, with χac-data, the zero-field curve shows
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T χc = 1.63 K. In small applied fields a peak appears just below Tc due to the differ-
ential paramagnetic effect (DPE). This peak signals the field induced intermediate
state as discussed in Ref. [163]. It shifts to lower temperatures with increasing field
and for higher fields is progressively depressed because of an additional screening
signal that precedes the DPE peak. The additional screening is attributed to
superconductivity of the surface sheath [163]. Partial screening is still visible at
27 mT, but has nearly vanished at µ0Ha = 30 mT and 0.3 K. Consequently, in the
limit T → 0 HS

c (0) > Hc(0) (= 14.7 mT at 0.25 GPa).

Critical field of bulk superconductivity
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Figure 5.4: Left panel: Critical field Hc(T ) for type-I superconductivity in PdTe2
at pressures between 0 and 2.49 GPa as indicated. The solid lines represent
Hc(T ) = Hc(0)[1 − (T/Tc)

2] at different pressure, where Tc = T χc is the bulk
superconducting transition temperature extracted from the χac-data in applied
fields. Right panel: Reduced plot h∗ = (Hc(T )/Tc)/(−dHc/dT )|Tc versus T/Tc.
The solid line represents h∗ = 0.5× [1− t2]. See text.

In Fig. 5.4 we present the critical field for bulk superconductivity Hc(T ). Bulk
superconductivity is identified by the onset of the DPE peak. We label this tem-
perature by T χc . The data are obtained by tracing the T χc -values as a function of
the applied field. The solid lines in Fig. 5.4 represent Hc(T ) = Hc(0)[1− (T/Tc)

2]
at different pressures, where Tc = T χc . The quadratic temperature variation is
consistent with type-I superconductivity. In fact all the data under pressure col-
lapse on one single curve, h∗(t), as shown in the right panel of Fig. 5.4. Here
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the standard expression for plotting Hc(T ) in a reduced form is applied, with
h∗ = (Hc(T )/Tc)/(−dHc/dT )|Tc where t = T/Tc (Ref. [172]). For a type-I super-
conductor h∗(0) = 0.5. The collapsed curve h∗(t) shows type-I superconductivity
persists over the whole pressure range.
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Figure 5.5: Critical field HS
c (T ) for superconductivity of the surface sheath in

PdTe2 at pressures between 0 and 2.49 GPa as indicated. The data are plotted in
the reduced form h∗ = (HS

c (T )/T Sc )/(−dHS
c /dT )|TSc versus t = T/T Sc .

At each pressure we have constructed the HS
c (T ) phase boundary. Here sur-

face superconductivity is identified by the additional (partial) diamagnetic screen-
ing which persists at Ha > Hc. In an attempt to collapse all the HS

c (T, p)-
data on a single curve, a plot of h∗(t) is presented in Fig. 5.5, where h∗ =
(HS

c (T )/T Sc )/(−dHS
c /dT )|TSc and t = T/T Sc . Note that for pressures up to 1.24 GPa

T Sc and the initial slope −dHS
c /dT |TSc are determined by extrapolation, as shown

in Fig.5.6 for 0.25 and 1.08 GPa. This introduces some uncertainty in the data, but
the overall trend is that h∗(0) increases as a function of pressure. This indicates the
superconducting pairing interaction changes in a non-trivial way. Leng et al. [163]
reported that the HS

c (T )-curve for a different crystal at ambient pressure followed
a quadratic temperature variation. This is not observed for the present crystal.
Instead HS

c (T ) rather shows a downward or upward curvature near t = 0.7− 0.8.
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Figure 5.6: Superconducting phase diagram of PdTe2 deduced from ac-
susceptibility at a pressure of 0.25 GPa (left), 1.08 GPa (middle) and 2.07 GPa
(right), for Ha directed in the basal plane. Bulk type-I superconductivity is found
below the critical field Hc(T ). The data points (red solid symbols) follow the
standard quadratic temperature variation Hc(T ) = Hc(0)[1− (T/T χc )2] (red lines).
Surface superconductivity is found below HS

c (T ) (green solid symbols). The tran-
sition temperature, T Sc (0), is determined by extrapolating HS

c (T ) to Ha = 0 (green
lines). The values of the bulk T χc and surface T Sc are indicated by arrows. Note
that at 2.07 GPa T Sc > T χc .

Phase diagram comparison between bulk and surface superconductivity

In Fig. 5.6 (left panel) we present the phase diagram for bulk and surface super-
conductivity at 0.25 GPa extracted from the ac-susceptibility data in Fig. 5.3.
Bulk superconductivity is identified by the onset of the DPE peak. We label this
temperature by T χc . Its field variation is presented by the red symbols in the left
panel of Fig. 5.6. T χc (H) follows the standard quadratic temperature variation
Hc(T ) = Hc(0)[1− (T/T χc )2] with Hc(0) = 14.7 mT. Surface superconductivity is
identified by the additional (partial) diamagnetic screening which becomes visible
at Ha ≈ 5 mT in Fig. 5.3 (lower panel). We label this temperature by T Sc . Its
field variation T Sc (H) is traced by the green symbols in the phase diagram. By
extrapolating T Sc (H) to zero field we obtain T Sc (0). We find T Sc (0) < T χc (0), just
like reported previously at ambient pressure [163].

In the Appendix Fig. 5.12, we show the ac-susceptibility in applied dc-fields
at 1.08 and 2.07 GPa. The superconducting phase diagrams extracted from these
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figures are shown in the middle and right panel of Fig. 5.6. Upon increasing the
pressure, the phase lines Hc(T ) and HS

c (T ) move apart and do no longer intersect
at p = 2.07 GPa, in which case T Sc (0) > T χc (0). Now the DPE peak that signals
bulk superconductivity shows up in the χac-data, measured in applied dc-fields, at
a temperature below the initial diamagnetic step due to surface superconductivity
(see the Appendix Fig. 5.13).

5.3.2 TRc : Field-temperature phase diagram from trans-
port
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Figure 5.7: Superconducting phase diagram of PdTe2 constructed from resistance
measurements in the H-T plane at different pressures, as indicated. For 1.3-
1.9 K the data points HR

c (T ) denote bulk superconductivity. Below 1.3 K (partial)
superconductivity persists resulting in a critical field HR

c (0) of ∼ 0.2 T. The blue
solid line compares the data to the Werthamer-Helfand-Hohenberg model (see
text).

At each pressure we investigated the depression of superconductivity by mea-
suring R(T ) in fixed applied fields. The R(T )-data for 0.25 GPa are shown in the
upper panel in Fig. 5.3. Additional data sets at 1.08 and 2.07 GPa are reported
in the Appendix. In all cases superconductivity is first depressed rapidly in small
fields, and HR

c (T ) tracks Hc(T ) for bulk superconductivity as deduced from χac
(see Fig.5.4). In Fig. 5.7 we show the H-T phase diagram determined from the
transport data at pressures up to 2.49 GPa. The type-I quadratic temperature
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variation is restricted to the temperature range 1.3-1.9 K. Below 1.3 K the transi-
tion in R(T ) broadens and traces of superconductivity are visible up to ∼ 0.2 T.
The onset temperatures for superconductivity from R(T ) in fixed magnetic fields
below 1.3 K are also plotted in Fig. 5.7. A steady increase of HR

c (T ) is observed. A
comparison with the Werthamer-Helfand-Hohenberg (WHH) model [154] indicates
the data extrapolate to HR

c (0) ' 0.2 T for T → 0. We remark that for the crystal
studied in Ref. [163] this value is somewhat larger (∼ 0.3 T).

5.3.3 Pressure-temperature phase diagram
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Figure 5.8: Pressure variation of the superconducting transition temperature, T χc ,
as determined from χac (red symbols). T Sc denotes surface superconductivity (green
symbols). The open symbols are obtained after extrapolation of T Sc (H) to zero
field (see text). Note that for p ≥ 1.41 GPa T Sc > T χc . TRc (blue symbols) is
determined by the onset temperature in R(T ).

The transition temperatures for bulk and surface superconductivity, T χc and T Sc ,
respectively, determined from the χac measurements at eleven different pressures
are reported in Fig. 5.8. For p ≤ 1.24 GPa T Sc is determined by extrapolation,
as shown in Fig. 5.6 (left and middle frame), and is smaller than T χc of the bulk,
however, for p ≥ 1.41 GPa T Sc > T χc . We also plot in Fig. 5.8 the onset transition
temperatures, TRc (p), determined by extrapolation of the R(T )-curves just below
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Tc to the normal state plateau values (see the 2.49 GPa curve in Fig. 5.2). At low
pressures TRc (p) agrees with T χc , while at higher pressure it is close to T Sc .

5.4 Analysis and Discussion

The mechanical and electronic properties of PdTe2 under pressure have been in-
vestigated theoretically by several groups [170, 173, 174]. The only experimental
high-pressure study carried out so far is by Soulard et al. [173] who conducted
high-pressure X-ray diffraction experiments at room temperature and 300 ◦C to
investigate the possibility of a structural phase transition. They found that an
abrupt change in the interatomic distances occurs above p = 15.7 GPa at room
temperature, but the volume versus pressure curve exhibits no discontinuity. Un-
der pressure the unit cell volume decreases by 17.6% at the maximum applied
pressure of 27 GPa, and the c/a ratio decreases from 1.27 to 1.24 at 27 GPa.
A bulk modulus, B0, of 102 GPa was derived from the experimental data. This
value is to be compared with 71.2 GPa (74.2 GPa) derived from first principle
calculations by Lei et al. [174] at 300 K (0 K). Xiao et al. [170] computed the
optimized lattice parameters as a function of pressure, which are slightly overes-
timated compared to the experimental data [173]. Overall, these studies indicate
there is no structural transition in the modest pressure range up to 2.5 GPa in
our experiments. For a layered material the change in the c/a-ratio is normally
an important control parameter for the electronic properties. However, for PdTe2
this change is very tiny and 0.2% at most up to 2.5 GPa [173]. In the following
we focus on the superconducting properties.

5.4.1 Bulk superconductivity

A major result is the non-monotonous variation of Tc with pressure reported in
Fig. 5.8. Tc first increases to 1.91 K at 0.91 GPa and then is gradually depressed.
We first compare the experimental results with theoretical calculations. The evo-
lution of superconductivity with pressure was investigated theoretically by Xiao
et al. [170]. The authors used the Allen-Dynes-modified McMillan equation to
calculate Tc, with the characteristic phonon frequency ωlog, the electron-phonon
coupling constant λ and the Coulomb pseudopotential µ∗ ' 0.1 as input param-
eters. Combined electronic structure and phonon-density of states calculations
show a gradual decrease of λ and an increase of ωlog (blue shift), but overall the
calculated Tc decreases from 2.0 K at ambient pressure to 0.6 K at 10 GPa. Note
the calculated Tc at p = 0 is larger than our experimental value of 1.6 K. While
a decrease to 0.6 K at 10 GPa is within bounds of the extrapolation of Tc(p) in
Fig. 5.8, the calculations by Xiao et al. [170] clearly do not capture the initial in-
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Figure 5.9: Relative change of the superconducting transition temperature,
(Tc − Tc(0))/Tc(0)), as a function of the relative volume change (V − V0)/V0. Red
symbols: PdTe2 under pressure, this work; blue symbols: AuxPd1−xTe2, Ref. [152];
magenta symbol: CuxPdTe2, Ref. [147]; green symbols: calculated, Ref. [170].

crease of Tc and its maximum value at 0.91 GPa. The superconducting properties
of PdTe2 were also investigated by Kim et al. [175] employing the same McMillan
formalism. Their phonon band structure calculations show the electron-phonon
interaction is dominated by the optical O1,2 and O3 phonon modes. Furthermore,
they emphasize the importance of a saddle-point van Hove singularity (vHs) close
to the Fermi energy. The computed Tc is 1.79 K at ambient pressure. The impor-
tance of a vHs is further illustrated by the case of PtTe2, which is isoelectronic
with PdTe2 but does not show superconductivity. Here the vHs-band has a broad
dispersion along kz leading to a lower density of states at the Fermi level and
absence of superconductivity [175]. Calculations for PdTe2 with a 15% volume
contraction, which corresponds to a pressure of ∼20 GPa, indicate the vHs band
moves close to the Fermi level [175], which would produce a higher Tc. However,
this is at variance with the experimental data presented in Fig. 5.8.

Another way to tune Tc besides pressure is via doping or substitution. Recently,
it was demonstrated that Cu intercalation enhances Tc to a maximum value of 2.6 K
in CuxPdTe2 [132, 176, 147] for x = 0.06. Upon intercalation the volume contracts,
but changes are minute: ∆V/V = −0.07% for x = 0.04 [147], which corresponds to
an applied pressure of 0.07 GPa. This shows Cu intercalation cannot be equated to
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chemical pressure in tuning superconductivity. The same holds for the substitution
series (AuxPd1−x)Te2 [152]. Upon alloying with Au, Tc increases up to 4.65 K for
x = 0.40. Simultaneously, the volume increases by 2.5%, which corresponds to a
negative pressure of ∼2.5 GPa. The experimental and calculated variation of Tc
with pressure and doping are summarized in Fig. 5.9. Here we trace the relative
change of Tc as a function of the relative volume change, (V −V0)/V0, where a bulk
modulus of 102 GPa is used [173]. Although Tc generally decreases with a smaller
volume, the experimentally observed positive dTc/dp for PdTe2 up to 0.91 GPa is
at odds with this trend.

In an attempt to shed further light on the pressure variation of Tc, we have
conducted Hall effect measurements on two PdTe2 crystals under pressure up to
2.07 GPa (see the Appendix). The Hall resistance, RH(B), is a non-linear func-
tion indicating the presence of several charge carrier bands. At the lowest pres-
sure of 0.25 GPa the low-field dominant carrier concentration, n, amounts to 1.5-
1.7×1022 cm−3 at 2 K. It varies quasi-linearly with pressure resulting in an increase
of ∼20% at 2.07 GPa. Overall the RH(B)-curves show a modest, smooth pressure
variation, which tells us the nonmonotonous variation Tc(p) is not accompanied
by a related change in the carrier concentration.

The non-monotonous variation of Tc indicates the density of states and the
electron phonon-coupling constant are affected in an intricate manner by doping
and/or pressure. Possibly this is a result from band structure subtleties that have
not been probed in the coarse-grained calculations carried out so far [170, 173,
174]. In order to access the electronic band structure under pressure, a quantum
oscillations study is highly desirable. The feasibility to observe the Shubnikov
- de Haas effect and the de Haas - van Alphen effect at ambient pressure has
been demonstrated in Refs. [145, 121, 177]. In the same context, small structural
modifications that might influence Tc, such as changes in the z-coordinate of Te
atoms in the unit cell that would affect the O1,2 and O3 phonon modes, cannot
be excluded based on the X-ray diffraction experiment with a first pressure point
at 2.2 GPa [173]. This calls for high-precision low-pressure (p ≤ 2.5 GPa) single-
crystal X-ray diffraction measurements. Finally, we mention that a maximum
in Tc is also predicted to occur at the topological phase transition from a Type-
I to Type-II Dirac semimetal, i.e. when the Dirac cone tilt parameter k passes
1 [164, 178]. Indeed such a topological phase transition is predicted in the pressure
range 4.7-6.1 GPa [170], but this is a factor ∼ 5 higher than the pressure (0.9 GPa)
of the maximum Tc value.

5.4.2 Surface superconductivity

The distinct pressure variation of the superconducting transition temperature of
the surface sheath, T Sc , and of the bulk, T χc , reported in Fig. 5.6 and Fig. 5.8, is
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an extraordinary result. We recall this feature is derived from the ac-susceptibility
curves measured in fixed magnetic fields at eleven different pressures. The data
show how type-I superconductivity in the bulk, probed by the DPE-peaks in small
applied dc-fields, is progressively depressed with field, while surface superconduc-
tivity is observed for Ha > Hc (see also Ref. [163]). Upon increasing the pres-
sure, the DPE peak is more rapidly depressed compared to surface screening. At
2.07 GPa the DPE effect is - already in the lowest applied fields - almost completely
screened by the surface. Hence for p ≥ 1.41 GPa T Sc > T χc . This is further un-
derpinned by the observation that Hc(T ), defined by T χc (H), follows the quadratic
temperature variation at all pressures, characteristic for bulk type-I superconduc-
tivity (Fig. 5.4). Note that T Sc is defined as the onset temperature for the diamag-
netic signal due to surface superconductivity, while the transition itself may be-
come very broad. HS

c (p) has a maximum near 0.9 GPa, similar to Hc(p) (Fig. 5.14).
When the HS

c (T, p) data are traced in a reduced form h∗(t) the data do not collapse
on a single curve, see Fig. 5.5. Instead the trend is that the values h∗(t) increase
with respect to pressure, which indicates the superconducting pairing interaction
changes in a non-trivial way. The distinct Hc(T )- and HS

c -curves and their dissim-
ilar pressure dependence strongly suggest surface and bulk superconductivity are
independent phenomena and not tightly connected, in contrast to the familiar Saint
James - de Gennes surface superconductivity [141]. This complies with the esti-
mated value of the Ginzburg-Landau parameter κ = 0.08− 0.28 < 0.42 [163, 166].
It remains tempting to relate surface superconductivity in PdTe2 to topological
surface states detected by ARPES [120, 132, 162]. These surface states could pos-
sibly be investigated by STM experiments in small applied fields (Ha > Hc). The
STM experiments performed so far were predominantly directed to probe bulk
superconductivity [162, 168]. Moreover, for the spectra taken in a magnetic field
the intermediate state, that occurs below Hc for a finite demagnetization factor,
was not taken into account.

In the resistance measurements (partial) superconductivity is observed up to
about 0.2 T for T → 0 (Fig. 5.7), a value that largely exceeds Hc(0) and HS

c (0).
The enhanced HR

c (T )-curves below 1.3 K are quasi pressure independent. By
extrapolating the data in this field range to Ha → 0 with the WHH function a
pressure independent Tc = 1.2 K is found. Since T Sc has a pronounced pressure
variation the resistive superconducting transitions measured in this field range are
not connected to surface superconductivity. Note that for the crystal studied in
Ref. [163] it was concluded that the transport experiment does probe surface super-
conductivity, but these experiments were performed at ambient pressure only. The
persistence of superconductivity in resistance measurements in field is puzzling.
Possibly it is caused by filamentary superconductivity. Its pressure independence
indicates it might not be an intrinsic property of PdTe2.
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5.5 Summary and conclusions

We have carried out a high-pressure transport and ac-susceptibility study of super-
conductivity in the type-I superconductor PdTe2 (Tc = 1.64 K). Tc shows a pro-
nounced variation with pressure: it increases at low pressure, then passes through
a maximum of 1.91 K around 0.91 GPa, and subsequently decreases smoothly up to
the highest pressure measured, pmax = 2.5 GPa. At each pressure, the critical field,
Hc(T ), follows the characteristic quadratic in temperature depression for type-I su-
perconductivity. Type-I superconductivity is robust under pressure. In view of the
absence of structural modifications in our pressure range and the minute change of
the c/a-ratio [173], the non-monotonous variation of Tc indicates an intricate role
of the dominant phonon frequency, the electron-phonon-coupling parameter and
Coulomb pseudopotential used to compute Tc with help of the McMillan formula.
This effect has not been captured by band structure calculations so far [170, 175],
notably the electron band structure calculations predict a smooth decrease of Tc
under pressure [170]. This calls for more elaborate and detailed calculations for
pressures up to pmax = 2.5 GPa.

The unusual surface superconductivity, first reported at ambient pressure [163],
persists under pressure. Surprisingly, for p ≥ 1.41 GPa the superconducting tran-
sition temperature for the surface T Sc exceeds Tc of the bulk. This tells us surface
and bulk superconductivity are distinct phenomena. This is further confirmed by
the observation that the phase lines Hc(T ) and HS

c (T ) move apart under pressure
and no longer intersect for p ≥ 1.41 GPa. We propose surface superconductivity
possibly has a non-trivial nature and originates from topological non trivial surface
states. This calls for quantum-oscillation experiments under pressure, possibly en-
abling one to follow the pressure evolution of the bulk electronic structure and
topological surface states.

In the same spirit it will be highly interesting to extend the experiments to
higher pressures, especially because a pronounced change in the electronic prop-
erties of PdTe2 is predicted to occur in the range 4.7-6.1 GPa: the type-II Dirac
points disappear at 6.1 GPa, and a new pair of type-I Dirac points emerges at
4.7 GPa [170]. Thus a topological phase transition may occur in the pressure
range 4.7-6.1 GPa. This in turn might have a strong effect on (surface) supercon-
ductivity, because the tilt parameter of the Dirac cones passes the critical value of
1 [121, 164, 178]. We conclude further high-pressure experiments on PdTe2 provide
a unique opportunity to investigate the connection between topological quantum
states and superconductivity.
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5.6 Appendix

5.6.1 Hall-effect measurements
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Figure 5.10: Symmetrized Hall resistance multiplied by the crystal thickness t as
a function of magnetic field for two PdTe2 crystals at pressures ranging from 0.25
to 2.07 GPa, as indicated. The temperature is 2 K.

In Fig.5.10 we show t× RH as a function of the applied field at 2 K at differ-
ent pressures. Data were collected at temperatures of 2, 10, 50, 150 and 300 K
in magnetic fields up to 8 T. Here t is the sample thickness. RH(B) is a non-
linear function indicating the presence of several charge carrier bands, expected
from Fermi surface measurements [145, 177]. For crystal 1 the Hall resistance
goes through a deep minimum and changes sign in the field range 6-8 T. For crys-
tal 2 the minimum is less pronounced. Overall the RH(B)-curves show a modest,
smooth pressure variation, which tells us the nonmonotonous variation Tc(p) is
not accompanied by a similar change in the carrier concentration. We estimate
the dominant carrier concentration at low fields, n, from the initial linear slope of
RH(B). The results are traced in Fig. 5.11. Upon lowering the temperature from
300 K to 2 K, n drops typically by 20% and 50% for crystal 1 and 2, respectively.
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At 2 K, n amounts to 1.5-1.7×1022 cm−3 at 0.25 GPa. It varies quasi-linearly
with pressure and has increased by ∼20% at the highest pressure. No anomalous
behavior is observed in low fields around 0.9 GPa, where Tc(p) has a maximum.
We also measured the Hall resistance at ambient pressure on a third crystal. The
resulting carrier concentration is 0.8×1022 cm−3 at 2 K. which is about a factor
two smaller compared to the values for crystal 1 and 2.
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Figure 5.11: Carrier concentration as a function of pressure for two PdTe2 crystals,
at temperatures of 2, 10, 50, 150 and 300 K, as indicated. The data at ambient
pressure are taken from a third crystal.

5.6.2 Resistance and ac-susceptibility measurements in field

In order to investigate the response of the superconducting phase of PdTe2 to an
applied magnetic field, and to construct the field-temperature phase diagram, elec-
trical resistivity and ac-susceptibility measurements were carried out. The resis-
tance as a function of temperature, R(T ), was measured using a sensitive resistance
bridge (model Linear Research LR700) in a four-point geometry by a low-frequency
ac-method with an excitation current I = 300 µA. The ac-susceptibility was mea-
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sured by placing the crystal in a small coil-set with an excitation and pick-up coil,
mounted inside the pressure cell. The excitation field was µ0Hac = 0.0047 mT.
The in-phase and out-of-phase signals were recorded at a frequency of fac = 313 Hz
using a lock-in amplifier (EG&G Instruments Model 7260). The applied dc-field,
directed in the basal plane of the crystal, was produced by a superconducting mag-
net. Special care was taken to reduce the remnant field of the superconducting
magnet to close to zero, since the PdTe2 crystals show type-I superconductivity.
Measurements were carried out at eleven different pressures. The data at 0.25 GPa
are reported in the main text. In Fig. 5.12 and Fig. 5.13 the data sets at 1.08 and
2.07 GPa, respectively, are presented.

Pressure 1.08 GPa

The χac-data at 1.08 GPa are plotted in the lower panel of Fig. 5.12. The peak just
below Tc for the data in small applied fields is due to the differential paramagnetic
effect (DPE) and is rapidly depressed with field. It signals the presence of the
intermediate state in the bulk of the type-I superconductor. From the shift of the
DPE peak we determine the Hc phase boundary. For Ha > Hc large screening
signals persist, which we attribute to superconductivity of the surface sheath [163]
with a critical field HS

c . A sizeable screening is still observed at 40 mT. The phase
boundaries Hc and HS

c derived from χac are reported in Fig.5.6 (middle panel) in
the main text.

The transition to R = 0 in small applied fields is sharp and depressed rapidly in
fields up to ∼ 11 mT. This signals bulk type-I superconductivity. The suppression
of Tc with field is shown in Fig.5.7 in the main text. Using a quadratic temperature
variation in the range 1.3-1.9 K, we obtain a critical field Hc(0) = 22 mT by
extrapolation. For larger fields superconductivity is depressed at a much lower
rate, the transition broadens and becomes incomplete for Ha ≥ 120 mT. Signs of
superconductivity in R(T ) persist up to 200 mT for T → 0. HR

c (T ) extracted from
the upper panel in Fig. 5.12 is reported in Fig.5.7 in the main text.

Pressure 2.07 GPa

The χac-data at 2.07 GPa, plotted in the lower panel of Fig. 5.13, show a very
different behavior compared to the data at 1.08 GPa. The DPE peak in applied
fields is reduced and appears in χac(T ) well below the initial diamagnetic step. This
implies that surface screening precedes screening due to bulk superconductivity.
Thus T Sc > T χc , where T χc is the bulk superconducting transition temperature. The
data points extracted from Fig. 5.13 in this manner define the phase boundaries
Hc(T ) and HS

c (T ) reported in Fig.5.6 (right panel) in the main text. Screening
at the surface is not complete and amounts to 60% only. Note the DPE peak is
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Figure 5.12: Upper panel: Resistance of PdTe2 as a function of temperature at a
pressure p = 1.08 GPa measured in applied magnetic fields µ0Ha ‖ I ‖ a. Curves
from right to left are taken in fields of 0, 1, 2, 3, 4, 5, 7, 9, 11, 14.5, 26, 40, 60,
80, 100, 120, 140 and 160 mT. Lower panel: Ac-susceptibility at p = 1.08 GPa
measured in applied magnetic fields. Curves from right to left in 0 mT to 8 mT
with 1 mT steps and in 10, 12, 14.5, 18, 22, 26, 30, 34, 38 and 40 mT.

no longer observed for Ha > 10 mT, and Hc(T ) (defined by T χc (H)) follows the
quadratic temperature variation for bulk type-I superconductivity, as explained in
the Section 1.3.1.

The resistance data at 2.07 GPa, shown in the upper panel of Fig. 5.13, compare
well to the data at 1.08 GPa, except superconductivity in zero field is further
depressed from TRc = 1.85 K at 1.08 GPa to 1.41 K at 2.07 GPa. Consequently, the
extrapolated critical field for bulk superconductivity is reduced to HR

c (0) = 19 mT.
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Figure 5.13: Upper panel: Resistance of PdTe2 as a function of temperature at a
pressure p = 2.07 GPa measured in applied magnetic fields µ0Ha ‖ I ‖ a. Curves
from right to left are taken in fields of 0, 1, 2, 4, 9, 19, 28, 40, 60, 80, 100, 120, 140
and 160 mT. Lower panel: Ac-susceptibility at p = 2.07 GPa measured in applied
magnetic fields. Curves from right to left in 0 mT to 7 mT with 1 mT steps and
in 10, 13, 16, 19, 22, 25 and 28 mT.

5.6.3 Pressure variation of the critical field

In Fig. 5.14 the pressure variation of the critical fields Hc and HR
c in the limit

T → 0 and at T = 0.3 K for HS
c is presented. The field Hc(0) is representative

of bulk superconductivity. It is determined from ac-susceptibility with help of the
expression Hc(T ) = Hc(0)[1 − (T/Tc)

2], where Tc = T χc . The Hc(T )-curves mea-
sured at eleven different pressures are reported in Fig. 5.4. HR

c (0) is determined
from the data in the temperature range 1.3 − 1.9 K in Fig. 5.7 by extrapolating
T → 0, using the quadratic temperature variation with Tc = TRc . Note the tem-
perature range in which HR

c (T ) represents type-I superconductivity and follows
a quadratic temperature variation is small, since below T = 1.3 K HR

c (T ) shows
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Figure 5.14: Pressure variation of the critical field of PdTe2. Hc (red symbols)
represents bulk type-I superconductivity determined by χac measurements in the
limit T → 0. HR

c (blue symbols) is determined from resistance measurements by
extrapolating the initial low field HR

c (T )-data to 0 K using a quadratic temperature
variation. HS

c (green symbols) represents surface superconductivity at the lowest
temperature, T = 0.3 K, as extracted from χac .

a pronounced upturn (see Fig.5.7 in the main text). Consequently, the fit brings
about an uncertainty in HR

c (0), which explains the overestimated values compared
to Hc(0). HS

c (0) represents the critical field at T = 0.3 K for superconductivity
of the surface sheath determined by ac-susceptibility. For all three data sets in
Fig. 5.14 a maximum in the critical field as a function of pressure is observed near
0.9-1.2 GPa.
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Chapter 6

Type-I superconductivity in the
Dirac semimetal PdTe2 probed by
µSR

The Dirac semimetal PdTe2 was recently reported to be a type-I superconductor
with Tc = 1.64 K and a critical field µ0Hc = 13.6 mT. Since type-I superconduc-
tivity is unexpected for binary compounds, we have conducted muon spin rotation
experiments to probe the superconducting phase on the microscopic scale via its
intermediate state. For crystals with a finite demagnetization factor, N , the in-
termediate state forms in applied fields (1 − N)Hc < Ha < Hc. We have carried
out transverse field muon spin rotation measurements on a thin disk-like crystal
with the field perpendicular to (N⊥ = 0.86) and in the plane (N‖ = 0.08) of the
disk. By analysing the µSR signal we find that the volume fraction of the normal
domains grows quasi-linearly with applied field at the expense of the Meissner do-
main fraction. This then provides solid evidence for the intermediate state and
type-I superconductivity in the bulk of PdTe2.

This chapter has been published as Phys. Rev. B 100 224501 (2019).
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6.1 Introduction

The large family of layered transition metal dichalcogenides is extensively stud-
ied because of their fascinating electronic properties. One of the modern-day
research interests is a non-trivial nature of the electronic band structure, which
may result in topology driven quantum states. Density functional calculations
show, for instance, that selected transition metal dichalcogenides host generic
three-dimensional type-II Dirac fermion states [128, 129, 130, 161]. In a type-
II Dirac semimetal the Dirac cone, which embodies the linear energy dispersion,
is tilted, and the Hamiltonian breaks Lorentz invariance [128]. Here we focus on
the exemplary material PdTe2. Extensive electronic structure calculations com-
bined with angle resolved photoemmission spectroscopy (ARPES) demonstrate
a type-II Dirac semimetallic state with the Dirac point at ∼ 0.6 eV below the
Fermi energy [121, 120, 132, 161, 162]. Another interesting property of PdTe2 is
that it superconducts below Tc = 1.6 K [131]. In a type-II Dirac semimetal the
Dirac point is the touching point of the electron and hole pockets and a nearly
flat band may form near the Fermi level. This could promote superconductivity,
which in turn prompts the question whether superconductivity has a topological
nature [121, 163].

In a recent paper Leng et al. [163] reported a magnetic and transport study
on single crystalline PdTe2 and concluded superconductivity shows type-I be-
havior. This result is surprising, because binary compounds when supercon-
ducting exhibit in general type-II behavior. Until today this rare phenomenon
has been documented convincingly for about a dozen binary or ternary com-
pounds only (see Ref. [179]). In the case of PdTe2 evidence for type-I behav-
ior is provided by (i) the dc-magnetization curves as function of the applied
field, M(Ha), that show the presence of the intermediate state between (1 −
N)Hc < Ha < Hc, where N is the demagnetization factor and Hc the critical
field with µ0Hc(0) = 13.6 mT, (ii) the differential paramagnetic effect (DPE),
that shows up as a peak in the ac-susceptibility in applied dc-field, just below
Tc, and (iii) the quadratic temperature variation of the thermodynamic critical
field Hc(T ) = Hc(0)[1 − (T/Tc)

2]. The value of the Ginzburg-Landau parame-
ter κ = λ/ξ, where λ is the magnetic penetration depth and ξ the supercon-
ducting coherence length, amounts to 0.09-0.29 [163, 166] and is smaller than
1/
√

2, the boundary value for type-I and type-II behavior. The superconduct-
ing phase has further been characterized by heat capacity [165], scannning tun-
neling microscopy/spectroscopy (STM/STS) [162, 168, 180], and magnetic pene-
tration depth measurements [166, 167]. The specific heat data confirm conven-
tional weak-coupling Bardeen-Cooper- Schrieffer superconductivity with a ratio
∆c/γTc ≈ 1.52, which is close to the weak-coupling value 1.43. Here ∆c is the
size of the step in the specific heat at Tc and γ the Sommerfeld coefficient. The
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STM/STS spectra taken in zero magnetic field point to a fully-gapped supercon-
ducting state, without any in-gap states. Finally, the magnetic penetration depth,
λ(T ), shows an exponential temperature variation for T/Tc < 0.4 consistent with
a fully-gapped superconducting state.

Nonetheless, several curious features have come to the fore in the supercon-
ducting state of PdTe2. First of all, ac-susceptibility measurements in a small
driving field have revealed large screening signals in applied dc-fields Ha > Hc

(Ref. [163]) (here Ha is directed along the a-axis). This has been attributed to
superconductivity of the surface sheath [163]. Screening persists up to the critical
field µ0H

S
c (T → 0) = 34.9 mT. Surface superconductivity is not of the stan-

dard Saint-James - de Gennes type, which has a critical field Hc3 = 2.39 × κHc

(Ref. [141]). In fact when κ < 0.42, Hc3 < Hc and Saint-James - de Gennes
surface superconductivity should not occur. This opens up the possibility that
superconductivity of the surface layer has a different nature and originates from
the topological surface states that were detected by ARPES [120, 132]. Another
striking feature is that electrical resistance measurements reveal superconduc-
tivity to survive up to fields that are much higher, typically µ0H

R
c (0) = 0.3 T

� µ0H
S
c (0) > µ0Hc(0) (Ref.[163]). The resulting complex phase diagram in the

H − T plane shows some similarities with the diagrams reported for the super-
conductors LaRhSi3 [140] and ZrB12 [181]. However, in these cases the unusual
diagram is attributed to a field-induced change from type-I to type-II supercon-
ductivity below a conversion temperature T ∗ < Tc. These materials are called
type-II/1 superconductors, and have a κ-value close to 1/

√
2 (Ref. [156]).

Another puzzling aspect comes from STM/STS measurements in applied dc
fields. Das et al. [168] have investigated the closure of the gap for a field along
the c-axis at T/Tc = 0.23 and find that the superconducting gap predominantly
is suppressed at a critical field µ0Hc(0) ≈ 25 mT. However, they also find re-
gions on the surface of the crystal where significantly larger fields are required to
suppress superconductivity, typically in the range 1-4 T. These STM/STS results
were taken a step further by Sirohi et al. [180] who reported a distinct behavior
in the spectra taken in the low and high Hc regions. They concluded that the
observed spatial distribution of critical fields is due to mixed type-I and type-II
superconducting behavior, which in turn stems from electronic inhomogeneities
visible in the spectra in the normal state. A third STM/STS characterization was
carried out by Clark et al. [162] Since these authors observe a vortex core in a field
of 7 mT they claim PdTe2 is a type-II superconductor, and report an upper field
critical field µ0Hc2 = 20 mT. We remark, that in the STM/STS work reported so
far, evidence of an Abrikosov vortex lattice has not been produced. More recently,
mechanical and soft point contact spectroscopy (PCS) data were also taken as
evidence for mixed type-I and type-I superconductivity on the surface [182]. A
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possible issue in all these experiments is that the applied field was directed per-
pendicular to a flat crystal, which involves a large demagnetization factor and the
formation of the field-induced intermediate state. This has not been addressed in
the aforementioned STM/STS papers.

These conflicting results warrant the investigation of the superconducting phase
of PdTe2 on the microscopic scale. For this the µSR technique is extremely well
suited, because it is a local probe which permits to determine whether regions
with distinct magnetic properties are present in the crystal [65, 183]. µSR is also
a well-established technique to measure the penetration depth of type-II super-
conductors [66]. In the transverse field configuration the precession of the muon
(µ+) spin is damped by the local field distribution of the vortex lattice. From the
resulting Gaussian damping rate, σ(T ), the magnetic penetration depth, λ(T ), can
be derived. In a type-I superconductor in the Meissner phase, the application of a
transverse field will not give rise to precession of the µ+ spin because the magnetic
induction in the crystal is zero. However, for applied fields larger than (1−N)Hc

the intermediate state is generated and a macroscopic phase separation occurs in
Meissner and normal state domains. The field in the normal regions is equal to the
critical field Hc. Consequently, µ+ spin precession will occur in the normal-phase
fraction of the crystal. By fitting the µSR signal with the appropriate muon de-
polarization function, one can determine the Meissner and normal phase fractions
in the crystal.

Although a powerful technique, µSR on type-I superconductors has not been
explored in much detail. Studies of the intermediate state in elemental supercon-
ductors are scarce and concise [184, 185, 186, 187, 188, 189, 190]. The most recent
work by Karl et al. (Ref. [190]), however, presents a comprehensive review of the
technique and an in-depth analysis of the µSR signal in the intermediate phase
of a β-Sn sample. Binary and ternary compounds that have been scrutinized
for type-I superconductivity include LaNiSn [191], LaRhSi3 [192], LaIrSi3 [193],
LaPdSi3 [194], and very recently AuBe [195, 196].

Here we report transverse field muon spin rotation measurements in the su-
perconducting phase of PdTe2. Experiments were performed on a thin disk-like
crystal in two configurations: (i) with the field perpendicular to the plane of the
disk (N⊥ = 0.87) and (ii) with the field in the plane of the disk (N‖ = 0.08). By
analysing the asymmetry of the µSR signal we find that the normal phase vol-
ume fraction grows quasi-linearly with applied field at the expense of the Meissner
phase fraction. This provides solid evidence for the intermediate state and type-I
superconductivity in the bulk of our PdTe2 crystal.
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6.2 Experiment

The PdTe2 crystal used for the µSR experiment was taken from a single-crystalline
boule prepared by the modified Bridgman technique[59]. Its single-crystalline na-
ture was checked by Laue backscattering. Powder X-ray diffraction confirmed
the trigonal CdI2 structure (spacegroup P 3̄m1). Scanning electron microscopy
(SEM) with energy dispersive X-ray (EDX) spectroscopy showed the proper 1:2
stoichiometry within the experimental resolution of 0.5%. The superconducting
properties of small crystals cut from the single-crystalline boule were measured by
dc-magnetization and ac-susceptibility [163]. The Meissner volume fraction for a
bar-shaped crystal cut along the a-axis, and Ha ‖ a, amounts to 93% after correct-
ing for demagnetization effects [163]. The crystal used in the present experiment is
cut from the same region of the single-crystalline boule and has a disk-like shape,
with the c-axis perpendicular to the plane of the disk. Its thickness equals 0.65 mm
and the diameter is 10.0 mm. However, a small piece was removed and cut from
the disk along the a-axis, which reduced the size in the perpendicular a∗-direction
(⊥ a) to 6.8 mm. This causes additional field inhomogeneities near the edges of
the sample, notably for the configuration with the field in the plane of the disk. It
also thwarts a precise calculation of the demagnetization factors. With appropri-
ate approximations of the sample shape the estimated values are N⊥ = 0.87±0.02
and N‖ = 0.08 ± 0.02 (see Appendix 1). These values have been calculated for a
completely diamagnetic state, χ = −1.

The crystal was attached with its largest flat surface (i.e. the plane of the disk)
utilizing vacuum grease (Apiezon N) to a thin copper foil that is supported by a
fork-shaped copper holder. A thin layer of Kapton foil was wrapped around the
sample and holder to mechanically fix the crystal. The holder was attached to
the cold finger of a helium-3 refrigerator (HELIOX, Oxford Instruments) and µSR
spectra were taken in the temperature range T = 0.25 − 5.00 K. The crystal is
oriented with the plane of the disk perpendicular to the muon beam and the area
for the implanted muons is ∼55 mm2.

Muon spin rotation (µSR) experiments were carried out with the Multi Purpose
Surface Muon Instrument DOLLY installed at the πE1 beamline at the SµS facility
of the Paul Scherrer Institute. The technique employs the decay probability of
spin-polarized muons that are implanted in the crystal. In the case of PdTe2
(density 8.3 g/cm3) the muons typically penetrate over a distance of 133±26 µm,
and thus probe the bulk of the crystal. In the presence of a local or applied field
at the muon stopping site the muon spin will precess around the field direction
with an angular frequency ωµ = γµBloc, where γµ is the muon gyromagnetic ratio
(γµ/2π = 135.5 MHz/T). The subsequent asymmetric decay process is monitored
by counting the emitted positrons by scintillation detectors that are placed at
opposite directions in the muon-spin precession plane [65, 183, 66]. The parameter
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Figure 6.1: Field and temperature scan procedure of the superconducting phase
diagram of PdTe2. The phase boundary Hc(T ) = Hc(0)[1 − (T/Tc)

2] with
µ0Hc(0) = 13.6 mT and Tc = 1.64 K is taken from Ref. [163]. The blue colored area
indicates the intermediate phase for (1−N)Hc < Ha < Hc, with N = N⊥ = 0.87
(a) and N = N‖ = 0.08 (b) and the yellow area the Meissner phase. (a) After
zero field cooling (ZFC) down to T = 0.26 K, spectra were recorded by increasing
the field Ha ‖ c step-wise at values denoted by the up-triangles. (b) After cooling
down to 0.26 K in a field Ha ‖ a∗ of 5 mT, spectra were recorded at the tempera-
tures indicated by the side triangles. In the upper part of (a) and (b) the sample
and field geometry is sketched. The solid green line in (a) indicates the region
below which surface superconductivity is observed [163]. Note the vertical scale is
different in (a) and (b).

of interest is the muon spin asymmetry function, A(t), which is determined by
calculating A(t) = (N1(t)− αN2(t))/(N1(t) + αN2(t)), where N1(t) and N2(t) are
the positron counts of the two opposite detectors, and α is a calibration constant.
In our case α is close to 1.

Transverse field (TF) experiments were performed with the magnetic field ap-
plied parallel and perpendicular to the crystal plane. In the first configuration
the muon spin is along the beam direction, the field in the horizontal plane at
right angles to the beam (and in the plane of the disk, N = N‖), and the de-
cay positrons are detected in the backward and forward counters. In the second
case the beam-line is operated in the muon spin-rotated mode, the applied field is
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along the beam direction (perpendicular to the plane of the disk, N = N⊥), and
the decay positrons are collected in the left and right counters. In the spin-rotated
mode the muon spin is directed ∼ 45◦ out of the horizontal plane. This results
is a reduced asymmetry function (A ≈ 0.18) with respect to the full asymmetry
(A ≈ 0.23) in the non-spin-rotated mode. The µSR time spectra were analysed
with the software packages WIMDA [197] and MUSRFIT [198].

6.3 Results and Analysis

In order to investigate the presence of the intermediate state we have scanned
the superconducting phase diagram as depicted in Fig. 6.1. In Fig. 6.1(a) we
show the case where the sample is cooled in zero field (ZFC) after which the field,
directed perpendicular to the plane of the disk, is increased in eight steps to a
value Ha > Hc. In this case the intermediate state covers a large region of the
phase diagram. In Fig.6.1(b) we show the case where the sample is cooled in 5 mT
(FC), applied in the plane of the disk, after which the temperature is raised in
eleven steps to T > Tc (at 5 mT). In this case the intermediate state region is
expected to be small.

6.3.1 Field perpendicular to the plane of the disk

In Fig. 6.2 we show three typical TF µSR spectra at T = 0.26 K recorded during
step-wise increasing the field to 15 mT. In panel (a) no field is applied and muon
spin precession is absent, the muons probe the Meissner phase. In panel (b) the
applied field is raised to 9 mT. Now a clear spin precession is visible, but with a
reduced asymmetry. The superconducting volume has shrunk. The spin precession
frequency corresponds to a local field Bloc = 13.1±0.1 mT, which is equal to µ0Hc

at 0.26 K. This shows the sample is in the intermediate state. Lastly, in panel (c)
the field is raised to 15 mT > µ0Hc and all muons show a precession frequency
corresponding to Ba = Bloc = 15 mT, as expected in the normal state.

The µSR response A(t) = AP (t), where P (t) is the muon depolarization func-
tion, in panel (a) of Fig. 6.2 is well described by a Gaussian Kubo-Toyabe function

AKG(t) = A0[
1

3
+

2

3
(1− σ2

KGt
2) exp(−1

2
σ2
KGt

2)] (6.1)

Here A0 is the initial asymmetry and σKG the depolarization rate. The fit is
shown in panel (a) by the solid blue line. The fit parameters are A0 = 17.6± 0.1
and σKG = 0.052 ± 0.003 µs−1. The small depolarization rate is attributed to a
Gaussian distribution of static nuclear moments. In the normal phase, panel (c),



100 Chapter 6. Type-I superconductivity in PdTe2 probed by µSR

the µSR response is best fitted with the function (solid black line):

AN(t) = A0 exp(−1

2
σ2
N t

2) cos(γµBat+ φN) (6.2)

where σN is a Gaussian damping rate, Ba the applied field and φN a phase factor.
The fit parameters are A0 = 17.5 ± 0.1 and σN = 0.075 ± 0.004 µs−1. The small
damping rate is attributed to the field distribution of nuclear moments as well,
which is considered to be static in the µSR time window.

In an applied field in the superconducting phase, panel (b), best fits are ob-
tained with a three component function (in the following we use Ba and Bc for the
applied and critical field rather than Ha and Hc)

A(t) = A0[fS(
1

3
+

2

3
(1− σ2

KGt
2) exp(−1

2
σ2
KGt

2))

+ fN exp(−1

2
σ2
N t

2) cos(γµBct+ φN)

+ fbg exp(−1

2
σ2
bgt

2) cos(γµBat+ φbg)] (6.3)

The third term, which we give the label 'background' for the moment, is small
and accounts for muons that precess in the applied field at the angular frequency
ω = γµBa, and σbg and φbg are the related damping and phase factor, respectively.
fS = AS/A0, fN = AN/A0 and fbg = Abg/A0 are the volume fractions related to the
superconducting domains, normal domains, and the background term, respectively.
A0 = AS + AN + Abg is the full experimental asymmetry, and was kept constant
in the fitting procedure at the normal state value 17.50. The fit parameters at
9 mT (panel (b)) are: fS = 0.34 ± 0.01 (solid blue line), fN = 0.56 ± 0.01 and
σN = 0.246±0.049 µs−1 (solid green line), and fbg = 0.10±0.01 and σbg = 0.504±
0.043 µs−1 (solid pink line). Here we have fixed σKG = 0.052 µs−1. We remark
that the Gaussian damping in the normal domains, σN ≈ 0.246 ± 0.049 µs−1,
is larger than the value extracted from the normal state fit, see panel (c). This
is not unexpected given the complicated domain patterns that can arise in the
intermediate state [199]. The field variation of the relaxation rates σKG, σN and
σbg is reported in the section Appendix 2. We will address the background term
in the Discussion section.

In order to follow the evolution of the intermediate state with increasing mag-
netic field it is illustrative to inspect the Fast Fourier Transforms (FFT) of the
µSR time spectra. The FFT amplitudes are shown in a three-dimensional (3D)
plot in Fig. 6.3. The magnetic field distributions have a sharp peak at B = 0,
which is due to the superconducting volume fraction. For Ba = 5 mT a second
peak appears at a field B = Bc > Ba. This magnetic intensity is due to the normal
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Figure 6.2: µSR spectra collected at T = 0.26 K in ZF and in applied fields of
9 mT and 15 mT directed perpendicular to the sample plane. (a) Zero-field. The
solid blue line is a fit to the Gaussian Kubo-Toyabe function Eq. 6.1. (b) TF =
9 mT. The black line is a fit to the three component function Eq. 6.3. The different
components, due to superconducting domains, normal domains and background,
are shown by the solid blue, green and pink lines, respectively. (c) TF = 15 mT.
The black solid line is a fit to the depolarization function Eq. 6.2. See text for fit
details.

domains. It shows the crystal is phase separated in normal and superconducting
domains, as expected for the intermediate state. By further increasing the field,
the peak at Bc grows, while the peak at B = 0 decreases in intensity and vanishes
at Ba = Bc. Eventually, for Ba = 15 mT > Bc = 13.1± 0.1 mT, the FFT shows a
peak at the applied field only. In all FFT’s a low-intensity hump is visible at the
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applied field as well. This field distribution corresponds to the background term.
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Figure 6.3: Magnetic field distribution in the PdTe2 crystal at T = 0.26 K obtained
by FFT for fields applied perpendicular to the sample plane. The field values are
given in blue colored numbers. In the intermediate state two peaks are present at
B = 0 and at B = Bc > Ba. The weak intensity at B = Ba signals the background
contribution.

In order to produce a quantitative analysis of the growth of the intermediate
phase we have fitted the µSR spectra in applied fields to Eq. 6.3, as illustrated
in Fig. 6.2(b). In Fig. 6.4 we trace the fit parameters fS, fN and fbg. In the
Landau scenario the intermediate state is predicted to occur in the field range
(1−N)Hc < Ha < Hc and its volume fraction grows linearly fN(Ha) = (Ha− (1−
N)Hc)/NHc (Ref. [200]). Overall, our results comply with the simple model, but
for small fields the quasi-linear behavior does not extend all the way to µ0Ha =
(1 − N)µ0Hc = 1.9 mT, but rather to 3 mT. This we attribute to the non ideal
shape of the crystal and field inhomogeneities near the edge, which seem to provide
a weak barrier for the flux to enter. To conclude this section we remark that the
value of Bc = 13.1 ± 0.1 mT at T = 0.26 K obtained by µSR for Ha ‖ c, is close
to the value of 13.3± 0.1 mT for Ha ‖ a (Ref. [163]).

6.3.2 Field in the plane of the disk

A second set of spectra was taken after field cooling in 5 mT to a base temperature
of 0.26 K, followed by stepwise heating the crystal to above Tc, as indicated in
Fig. 6.1(b). Here the field was applied in the plane of the disk. It is instructive to
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fitting the µSR spectra. The open symbols are ZFC at B = 0. The vertical dashed
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expected for N⊥ = 0.87. The dashed blue and green lines show the expected linear
field variation of the superconducting and normal volume fractions. The error bars
in fS, fN and fbg are smaller than the size of the symbols. The temperature is
0.26 K.

first inspect the 3D graph with the FFT’s shown in Fig. 6.5. The large peaks at
B = 0 signal the superconducting volume fraction. Surprisingly, after field cooling
a tiny fraction of the crystal is in the intermediate state already, as validated
by the weak magnetic intensity at B = Bc = 13.0 ± 0.1 mT (at 0.26 K) > Ba.
Upon increasing the temperature this fraction remains small up to 1.1 K. For
higher temperatures the magnetic intensity at Bc grows rapidly, while the peak at
B = 0 shows the opposite behavior. This shows the bulk of the crystal converts
to the intermediate state. The temperature variation of Bc follows the standard
quadratic expression Bc(T ) = Bc(0)[1− (T/Tc)

2], here Bc(0) = 13.3± 0.1 mT and
Tc = 1.53 K. These values obtained for Ha ‖ a∗ are a few percent smaller than
those reported in Ref. [163] for Ha ‖ a: Bc(0) = 13.6 mT and Tc = 1.64 K. The
low-intensity hump at Ba = 5 mT below Tc is attributed to the background term.
For T > Tc the FFT peak at 5 mT is large and characterizes the paramagnetic
normal-state volume of the crystal.

In Fig. 6.6 we show three typical µSR spectra from the temperature run in 5 mT
together with the fit results using Eq. 6.2 and 6.3. Here the total experimental
asymmetry A0 = 23.2± 0.1. At 0.26 K, panel (a), the solid blue line describes the
large Meissner volume, with σKG = 0.033 ± 0.001 µs−1. A tiny volume fraction
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Figure 6.5: Magnetic field distribution in the PdTe2 crystal after FC in Ba = 5 mT
directed in the plane of the disk at different temperatures as indicated. The
large peak at B = 0 corresponds to the superconducting volume fraction. The
weak intensity at Bc(T ) is due to a tiny part of the crystal that is already in the
intermediate state at the lowest temperature (0.26 K). Upon approaching Tc the
whole crystal converts to the intermediate phase. The small peak that remains at
B = Ba signals the background contribution.

with normal domains (Bc = 13.0 mT) shows up in the fit as well (solid green line),
which indicates a tiny part of the crystal is in the intermediate state. At 1.2 K,
panel (b), the normal state domains occupy about half of the crystal’s volume.
This is shown as the solid green line, which is the Gaussian damped oscillatory
component with σN = 0.080 ± 0.015 µs−1. At 1.5 K, panel (c), the crystal is the
normal state. The data above Tc are well fitted by Eq. 6.2 with the small relaxation
rate σN = 0.046± 0.005 µs−1 (black solid line). In Fig. 6.7 we trace the different
volume fractions as a function of temperature obtained by fitting all the spectra.
Clearly, during field cooling some flux remains trapped in the crystal, resulting in a
superconducting volume fraction fS ' 0.90. The tiny volume fraction with normal
domains (internal field Bc) does not vary with temperature below ∼ 1.1 K and
equals fN ' 0.02. This implies that the Meissner fraction in this bulky sample
occupies ∼ 90% of its volume, which may be compared with the value of 93%
obtained for a small crystal measured via dc-magnetization [163]. The presence
of a tiny intermediate state fraction is most likely related to the edges of the
crystal that may result locally in a large demagnetization factor. Upon raising
the temperature the bulk of the crystal transforms to the intermediate state above
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Figure 6.6: µSR spectra collected in a field Ha = 5 mT directed in the plane of
the sample at 0.26 K, 1.2 K and 1.5 K. The sample is field cooled. In (a) and
(b) the black line is a fit to the three component function Eq. 6.3. The different
components, due to superconducting domains, normal domains and background,
are shown by the solid blue, green and pink lines, respectively. In (c) the black
solid line is a fit to the muon depolarization function Eq. 6.2. See text for fit
details.

∼ 1.1 K. While fN grows steeply, fS decreases. In Fig. 6.7 we have indicated the
borders of the intermediate phase by the vertical dashed lines at TIM = 1.14 K
and Tc = 1.25 K. The temperature at which the transformation starts is lower
than expected on the basis of the demagnetization factor N = 0.08. We remark
the phase transformation here takes place as a function of temperature which
apparently gives rise to a broadened local field distribution which can be captured
by an effective demagnetization factor Neff . With TIM = 1.14 K, we calculate
Neff = 0.16.
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Figure 6.7: Temperature variation of the superconducting fS (blue symbols), nor-
mal fN (green symbols) and background fbg (pink symbols) volume fractions ob-
tained by fitting the µSR spectra using Eq. 6.3 (FC 5 mT directed in the plane of
the disk). The vertical dashed lines at TIM and Tc bound the region in which the
intermediate state in the bulk of the crystal is found.

6.4 Discussion

The most important conclusion that can be drawn from our µSR experiments
is that the bulk of our PdTe2 crystal exhibits type-I superconductivity. Solid
evidence for this is provided by the detection of the intermediate phase. Here
we use the muon as a local probe of the bulk on the microscopic level. It is
of interest to provide a lower bound of the crystal volume that is occupied by
type-I superconductivity. It cannot simply be taken equal to the ZFC Meissner
volume, fS = 1, deduced from Fig. 6.2(a), because muons stopping in a (tiny)
non-superconducting part of the crystal will experience a similar Gaussian Kubo-
Toyabe depolarization as muons in the superconducting part, and thus cannot be
distinguished. However, an estimate can be made by considering the intermediate
phase fraction, fIM = fS + fN . From the data in Fig. 6.4 a lower bound for fIM
can be obtained by linearly extrapolating fN(Ha) to Hc, where fS = 0. We find
fN = fIM = 0.92. On the same grounds, fS = fIM = 0.94 at the start of the linear
growth of fN . This tells us type-I superconductivity occupies at least 92% of the
crystal’s volume.

Next we address the background term that gives rise to the remaining volume
fraction (5-10%) due to the third component in Eq. 6.3, i.e. muons that precess
at the frequency of the applied field. Since the muons and decay positron events
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are collected in the so-called VETO mode, the contribution from positrons arising
from muons that do not stop in the sample will be small. Besides, the damping
rate σbg varies with field and temperature and attains values that are too large
to stem from the usual background components, such as the sample holder and
cryostat. This indicates a local broad field distribution, due to an intrinsic source
of inhomogeneities related to type-I superconductivity. In general the penetration
or expulsion of flux in a type-I superconductor is a complicated process, and the
domain pattern in the intermediate state can be diverse and complex [199]. More-
over, the demagnetization factor in the crystal is not uniform, especially near the
edges. This brings about additional internal field inhomogeneities, as illustrated
by the tiny intermediate state fraction observed with the field in the plane of the
disk.

Another aspect is that the superconducting and normal domains in the inter-
mediate state are separated by domain walls. The width of the domain wall [199]
is of the order δ ∼ ξ − λ ≈ 1.3 µm [166]. In the ideal case of a laminar domain
pattern an estimate for the volume fraction of the domain walls is fDW = 2δ/a,
where the periodicity length a = (dδ/f(h̃))1/2, see Ref. [199]. Here d = 0.65 mm is
the sample thickness and f(h̃) a numerical function with h̃ = Ha/Hc. For an ap-
plied field of typically 5 mT (Fig. 6.6), h̃ = 0.38 and f(h̃) = 0.022. Consequently,
fDW ≈ 1.4%. It is not surprising that this value is considerably smaller than
fbg measured, because the domain patterns in our crystal will be complex, and
concurrently the domain walls broad. We therefore argue that muons stopping in
domain walls can largely account for the background term. Besides, muons stop-
ping in regions where the magnetic field is pinned or trapped at defects during flux
penetration or expulsion will contribute as well. Considering that the background
term can be accounted for by these sources of µ+-spin depolarization, the data
do not rule out that the type-I superconducting fraction in our crystal is close to
100%.

On the other hand, the possibility that a minute fraction of the crystal exhibits
type-II superconductivity cannot be completely dismissed. In a type-II supercon-
ductor the local field in the vortex phase is close to the applied field and thus
its field distribution could contribute to fbg. Local type-II behavior could possibly
originate from a pronounced deviation of the 1:2 stoichiometry. We recall, however,
that the EDX spectra show a uniform 1:2 composition within the experimental res-
olution of 0.5%. A mixed type-I and type-II behavior has been evoked to explain
the STM/STS and PCS spectra, measured at the surface of PdTe2 [180, 182]. Here
it is proposed that the electron mean free path, `, is locally reduced, which results
in κ > 1/

√
2. We remark, evidence for flux quantization and a vortex lattice re-

quired for type-II superconductivity has not been produced. STM/STS and PCS
are surface sensitive probes, and thus possibly the mixed behavior is a property of
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the crystal’s surface only. But this in turn is difficult to reconcile with the result-
ing field of the vortex that has to penetrate the bulk. It is tempting to speculate
that these unusual surface effects, as well as the superconductivity of the surface
sheath [163], are related to the Dirac type-II character that involves topological
surface states. This warrants a continuing investigation of PdTe2. Superconduc-
tivity of the surface sheath [163] has been detected by magnetic susceptibility in
small ac-driving fields only, and could not be probed in the present µSR experi-
ments, which employs dc-fields. In order to obtain access to the surface properties
Low Energy Muons (LEM) form an excellent tool. Here the energy of the muons
can be tuned such that they localize in the surface layer of the crystal. However,
at the moment this µSR technique is restricted to temperatures above 2 K only.

6.5 Summary

We have investigated the superconducting phase of PdTe2 (Tc = 1.6 K) by trans-
verse field muon spin rotation experiments. µSR spectra were taken on a thin
disk-like crystal in two configurations: with the field perpendicular to the plane
of the disk (N⊥ = 0.87) and with the field in the plane of the disk (N‖ = 0.08).
The H − T phase diagram was scanned as a function of temperature and ap-
plied field. The µSR spectra have been analysed with a three component muon
depolarization function, accounting for the superconducting domains, the normal
domains and a background term. In the superconducting phase normal domains
are found in which the local field is always equal to Bc and larger than the applied
field. This is the hall mark of the intermediate phase in a type-I superconduc-
tor. The background term is predominantly attributed to muons stopping in the
superconducting-normal domain walls. In conclusion, our µSR study provides solid
evidence for type-I behavior in the bulk of the PdTe2 crystal.

6.6 Appendix

6.6.1 Estimate of the demagnetization factors N⊥ and N‖

The single crystal used for the µSR measurements had a disk-like shape with the
c-axis perpendicular to the plane of the disk. Its thickness and diameter were
0.65 mm and 10 mm, respectively. A small piece was removed from the disk
along the a-axis for other measurements. This reduced the size in the perpen-
dicular a∗-direction to 6.8 mm and hampered the precise calculation of N . For
the configuration with the field applied along the c-axis (N⊥) we made two ap-
proximations. Assuming the crystal is a short cylinder with diameter 10 mm we
calculate N⊥ = 0.88 [201]. Assuming the crystal is a rectangular bar with size
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10 × 6.8 × 0.65 mm3 we calculate N⊥ = 0.86 [202]. We use the average value
N⊥ = 0.87 ± 0.02, where the error is partly due to the uncertainty in the dimen-
sions of the sample. Under the assumption that N = N⊥ + 2N‖ = 1, we calculate
for the field in the plane of the disk N‖ = 0.07. On the other hand, the calculated
value of the radial demagnetization factor of the short cylinder is N‖ = 0.09 [203].
Again, we use the average value N‖ = 0.08 ± 0.02. We remark these values are
obtained for a complete diamagnetic screening, χ = −1.

6.6.2 Temperature variation of the µSR damping rate
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Figure 6.8: Field and temperature variation of the µSR relaxation rate for the
Meissner phase, σKG, the intermediate or normal phase, σN , and the background
contribution, σbg.

The field and temperature variations of the different relaxation rates derived
from fitting the µSR spectra to Eqs. 6.1, 6.2 and 6.3 are shown in Fig. 6.8. In
the upper diagram σ(H) is traced for the configuration with the applied field
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perpendicular to the plane of the disk and in the lower panel σ(T ) for the field in
the plane of the disk. Note the volume fraction of the background contribution is
always relatively small, ∼ 10%.



Chapter 7

µSR study of the topological
superconductor SrxBi2Se3

We report transverse-field (TF) muon spin rotation experiments on single crystals
of the topological superconductor SrxBi2Se3 with nominal concentrations x = 0.15
and 0.18 (Tc ∼ 3 K). The TF spectra (B = 10 mT), measured after cooling to be-
low Tc in field, did not show any additional damping of the muon precession signal
due to the flux line lattice within the experimental uncertainty. This puts a lower
bound on the magnetic penetration depth λ ≥ 2.3 µm. However, when we induce
disorder in the vortex lattice by changing the magnetic field below Tc a sizeable
damping rate is obtained for T → 0. The data provide microscopic evidence for a
superconducting volume fraction of ∼ 70 % in the x = 0.18 crystal and thus bulk
superconductivity.

This chapter has been published as Phys. Rev. B 97 054503 (2018).
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7.1 Introduction

SrxBi2Se3 belongs to the new family of Bi2Se3-based superconductors, which is
reported to exhibit unconventional superconducting properties. The parent com-
pound Bi2Se3 is a well documented, archetypal topological insulator [204, 205, 206].
Recently, it was demonstrated that by doping Cu [207], Sr [208], Nb [209] or
Tl [137] atoms Bi2Se3 can be transformed into a superconductor with Tc ∼ 3 K.
Theory predicts the superconducting state to have a topological character, which
is based on the close correspondence of the Bogoliubov - de Gennes Hamiltonian
for the quasiparticles of the superconductor and the Bloch Hamiltonian for the in-
sulator (for recent reviews on topological superconductivity see Refs[210, 134]). In
a topological superconductor the condensate is expected to consist of Cooper pairs
with odd parity symmetry, while at the surface of the material gapless Andreev
bound states form that host Majorana zero modes. This provides an excellent mo-
tivation to thoroughly examine the family of Bi2Se3-based superconductors. These
centrosymmetric compounds (D3d point group, R3m space group) belong to the
symmetry class DIII [211]. Calculations within a two-orbital model show that
odd-parity pairing, favoured by strong spin-orbit coupling, can be realized [212].
In the case of CuxBi2Se3 specific heat [213], upper critical field [172] and soft-point
contact experiments [214] lend support to an odd parity superconducting state.
However, scanning tunneling microscopy (STM) measurements were interpreted
to be consistent with s-wave pairing symmetry [215]. Clearly, further studies are
required to solve this issue.

Superconductivity in SrxBi2Se3 was discovered by Liu et al. [208]. Trans-
port and magnetic measurements on SrxBi2Se3 single crystals with x = 0.06
show Tc = 2.5 K. The resistivity is metallic with a low carrier concentration
n ≈ 2 × 1025 m−3. Evidence for topological surface states was extracted from
Shubnikov - de Haas oscillations observed in large magnetic fields [208]. The
persistence of topological surface states upon Sr doping was confirmed by angle
resolved photoemisison experiments (ARPES) measurements, that showed a topo-
logical surface state well separated from the bulk conduction band [216, 217]. The
superconducting state was further characterized by Shruti et al. [218] who reported
Tc = 2.9 K for x = 0.10 and a large Ginzburg-Landau parameter, κ ≈ 120, pointing
to extreme type II superconducting behavior. A surprising discovery was made by
Pan et al. [219] by performing magnetotransport measurements on crystals with
nominal concentrations x = 0.10 and 0.15: the angular variation of the upper
critical field, Bc2(θ), shows a pronounced two-fold anisotropy for field directions in
the basal plane, i.e. the rotational symmetry is broken. Magnetotransport mea-
surements under high pressures show the two-fold anisotropy is robust up to at
least p = 2.2 GPa[220].

Most interestingly, rotational symmetry breaking appears to be a common
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feature of the Bi2Se3-based superconductors when the dopant atoms are interca-
lated. In CuxBi2Se3 it appears in the spin-system below Tc as was established
by the angular variation of the Knight shift measured by nuclear magnetic reso-
nance (NMR) [221]. Moreover, specific heat measurements show the basal-plane
anisotropy in Bc2 is a thermodynamic bulk feature [222]. In NbxBi2Se3 rotational
symmetry breaking was demonstrated by torque magnetometry that probes the
magnetization of the vortex lattice [223]. These recent experiments put impor-
tant constraints on the superconducting order parameter. Notably, it restricts the
order parameter to an odd-parity two-dimensional representation, Eu, with ∆4-
pairing [224, 225, 226]. Moreover, the superconducting state involves a nematic
director that breaks the rotational symmetry when pinned to the crystal lattice,
hence the label nematic superconductivity. The odd-parity Cooper pair state im-
plies these Bi2Se3-derived superconductors are topological superconductors.

Here we report a muon spin rotation study on SrxBi2Se3. Muon spin rotation
is an outstanding technique to determine the temperature variation of λ, as well
as its absolute value, via the Gaussian damping rate, σTF , of the µ+ precession
signal in a transverse field experiment. Below Tc, an increase of σTF is expected
because the muon senses the additional broadening of the field distribution due to
the flux line lattice [65, 66]. The measurements show, however, that the increase
of σTF is smaller than the experimental uncertainty in field-cooling experiments,
which tell us λ is very large (≥ 2.3 µm for T → 0). On the other hand, when
we induce disorder in the vortex lattice by changing the magnetic field below Tc
a sizeable damping rate σSC ≈ 0.36 µs−1 (T → 0) is obtained. These results
provide microscopic evidence for a superconducting volume fraction of ∼ 70 % in
the crystal with nominal Sr content x = 0.18 and thus bulk superconductivity.

7.2 Experimental

Single crystalline samples SrxBi2Se3 with nominal values x = 0.15 and x = 0.18,
were synthesized by melting high-purity elements at 850 ◦C in sealed evacuated
quartz tubes. The crystals were formed by slowly cooling to 650 ◦C at a rate
of 3 ◦C/hour. Powder X-ray diffraction confirmed the R3̄m space group. The
single-crystalline nature of the crystals was checked by Laue back-reflection. Thin
(thickness 0.4 mm) flat rectangular crystals were cut from the single-crystalline
batch by a scalpel and/or spark erosion. The sample plane contains the trigonal
basal plane with the a and a∗ axes. The sample area for the incident muon beam
is 8× 12 mm2 and 3× 10 mm2 for x = 0.15 and x = 0.18, respectively. The char-
acterization of the single-crystalline batch with x = 0.15 is presented in Ref. [219]
Ac-susceptibility measurements show a superconducting shielding fraction of 80 %.
For the x = 0.18 batch we obtain a slightly lower screening fraction, 70 %.
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Muon spin rotation (µSR) experiments were carried out with the Multi Purpose
Surface Muon Instrument DOLLY installed at the πE1 beamline at the SµS facility
of the Paul Scherrer Institute. The technique uses spin-polarized muons that are
implanted in a sample. Taking into account the density of SrxBi2Se3 we calculate
that muons typically penetrate over a depth of 230 µm and thus probe the bulk
of the sample. If there is a local or applied field at the sample position the muon
spin will precess around the field direction. The subsequent asymmetric decay
process is monitored by counting the emitted positrons by scintillation detectors
that are placed at opposite directions in the muon-spin precession plane [65, 66].
The parameter of interest is the muon spin asymmetry function, A(t), which is
determined by calculating A(t) = (N1(t)−αN2(t))/(N1(t) +αN2(t)), where N1(t)
and N2(t) are the positron counts of the two opposite detectors, and α is a calibra-
tion constant. In our case α is close to 1. In the transverse field (TF) configuration
the damping of the muon spin precession signal is a measure for the field distri-
bution sensed by the muon at its localization site. For a superconductor below
Tc, in a small TF of typically 10 mT, the vortex lattice is expected to produce a
Gaussian damping, σSC = γµ

√
〈(∆B)2〉, with γµ = 2π × 135.5 MHz/T the muon

gyromagnetic ratio and 〈(∆B)2〉 the second moment of the field distribution. TF
experiments were performed for a field along the a-axis and the c-axis. In the first
case the muon spin is horizontal, i.e. along the beam direction, and the positrons
are collected in the forward and backward detectors. In the second case the muon
spin is vertical (spin rotated mode), the field is applied along the beam, and the
positrons are collected in the left and right detectors. The crystals were glued
with General Electric (GE) varnish to a thin copper foil, that was attached to the
cold finger of a helium-3 refrigerator (HELIOX, Oxford Instruments). µSR spectra
were taken in the temperature interval T = 0.25 − 10 K. The µSR time spectra
were analysed with the software packages WIMDA [197] and Musrfit [198].

7.3 Results and analysis

7.3.1 Field-cooled spectra

A first set of experiments was carried out for x = 0.15. The crystal with Tc = 2.8 K
was slowly cooled in a TF field of 10 mT (B ‖ a) to T = 0.25 K, after which
µSR spectra were recorded at fixed temperatures, during step-wise increasing the
temperature up to 3.0 K. The measured spectra at 0.25 K and 3.0 K are shown
Fig. 7.1, where we have plotted the decay asymmetry as a function of time. The
initial asymmetry A(0) = 0.24 is the full experimental asymmetry (Atot). As can
be noticed, the spectra at 0.25 K and 3.0 K are very similar. We have fitted the
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spectra with the muon depolarization function

A(t) = Atot exp(−1

2
σ2
TF t

2) cos(2πνt+ φ). (7.1)
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Figure 7.1: µSR spectra for Sr0.15Bi2Se3 measured in a transverse field of 10 mT
(B ‖ a) at T = 3.0 K (upper panel) and T = 0.25 K (lower panel). The red lines
are fits using the muon depolarization function Eq. 1. The spectra are taken after
field cooling in 10 mT.

Here σTF is the Gaussian damping rate, ν = γµBµ/2π is the muon precession
frequency, Bµ is the average field sensed by the muon ensemble and φ is a phase
factor. The resulting temperature variation σTF (T ) is shown in Fig. 7.2. In the
normal phase σTF = 0.089 ± 0.002 µs−1, which we attribute to the field distribu-
tion due to nuclear moments considered static within the µSR time window. No
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Figure 7.2: Temperature variation of the Gaussian damping rate σTF extracted
with help of Eq. 1 from TF µSR spectra taken after field cooling in 10 mT. Green
symbols: for x = 0.15 and B ‖ a. Blue symbols: for x = 0.15 and B ‖ c.
Red symbols: for x = 0.18 and B ‖ a. The dashed horizontal lines show σTF is
temperature independent.

additional damping is observed below Tc within the experimental resolution and
we conclude σSC is very small. An upper bound for σSC can be derived with help
of the equation [227]

σSC = (σ2
TF,T<Tc − σ

2
TF,T>Tc)

1/2. (7.2)

With the experimental uncertainty in σFL of±0.002 µs−1 we obtain σSC ≤ 0.02 µs−1.
This allows us to determine a lower bound for the London penetration depth. In
the vortex state of an extreme type II superconductor with a trigonal flux line
lattice λ can be estimated from the second moment of the field distribution for
B > Bc1 via the relation 〈(∆B)2〉 = 0.003706×Φ2

0/λ
4, where Φ0 is the flux quan-

tum [228], or
λ = (0.0609γuΦ0/σSC)1/2. (7.3)

With σSC = 0.02 µs−1 we calculate λ ≥ 2.3 µm for T → 0.
In the experimental configuration used to measure the data in Fig. 7.2 (B ‖ a)

we probe the penetration depths orthogonal to the field direction, or rather the
product λcλa∗ . We have also carried out field-cooled (10 mT) measurements for
B ‖ c (muon spin rotated mode; here Atot = 0.19) to probe the product λaλa∗ .
The extracted σTF -values at 0.25 K and 3.0 K are slightly larger than for B ‖ a,
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but are equal within the experimental resolution, as shown in Fig. 7.2. Finally, we
have measured field-cooled µSR spectra on the x = 0.18 crystal for B ‖ a at 0.25 K
and 3.0 K. The analysis shows σTF = 0.126± 0.002 µs−1 and, again, no significant
temperature variation in σTF is observed as shown in Fig. 7.2. We conclude, for
both crystals the London penetration is very large and a conservative lower bound
is λ = 2.3 µm.

7.3.2 Vortex lattice with disorder

The standard procedure, used above, to extract λ from the µSR spectra for a type
II superconductor relies on cooling the crystal in a small magnetic field > Bc1,
which tends to produce a well ordered flux line lattice. Eq. 7.3 can then be used to
calculate λ once σSC is determined [228]. It is well known that inducing disorder
in the vortex lattice increases the distribution of the internal magnetic fields, and
hence σSC [229, 230, 231]. In this case, λ can no longer be calculated with help
of Eq. 7.3, because the calculation of λ from the field distribution has become an
intricate problem [229, 230, 231]. Inducing disorder in the vortex lattice provides
however an appealing route to probe the superconducting volume fraction of our
crystals.

A standard procedure to induce disorder in the flux line lattice is to cool the
sample to below Tc in zero field and then sweep the field to the desired TF value
(ZFC mode). Examples in the literature that show a pronounced increase of σSC
due to disorder can be found in Refs.[227, 232]. Here we followed a different
procedure and cooled the x = 0.18 crystal in a strong magnetic field (B ‖ c) of
0.4 T to T = 0.25 K, after which the field was reduced to 10 mT. Decreasing
the applied field causes the flux lines to move. Pinning of flux lines at crystalline
defects and inhomogeneities generates magnetic disorder. We remark that for
an applied field of 0.4 T the lattice parameter of the trigonal vortex lattice is
a4 = (4/3)1/4(Φ0/B)1/2 = 0.08 µm. After decreasing the field to 10 mT a4 =
0.49 µm. Next, TF=10 mT µSR spectra were taken in the temperature range
0.25 - 5 K by step-wise increasing the temperature. In Fig. 7.3 we show the data
taken at 0.25 K and 3.0 K. As expected, a pronounced damping now appears in
the superconducting state. We first fitted the spectrum at 0.25 K to Eq. 1, but it
appeared a better fit can be made with the two-component depolarization function

A(t) = Atot[fSC exp(−1

2
σ2
SCt

2) cos(2πνSCt+ φSC)

+ fN exp(−1

2
σ2
N t

2) cos(2πνN t+ φN)]. (7.4)

Here fSC = ASC/Atot and fN = AN/Atot are the volume fractions related to
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the superconducting and normal phases, respectively (νSC , φSC and νN , φN are
the corresponding frequencies and phases). In the normal state fSC = 0 and the
relaxation rate σN equals 0.134±0.002 µs−1. This value is close to the one reported
in Fig. 7.2. The result of the two-component fit of the spectrum at 0.25 K is shown
in Fig. 7.3. Here the total asymmetry Atot = ASC+AN is fixed at the experimental
value A(0) = 0.19 (spin-rotated mode) and σN is fixed at 0.134 µs−1. We obtain
fSC = 0.71, fN = 0.29 and σSC = 0.36± 0.02 µs−1. It shows that for this crystal
the superconducting volume fraction amounts to 70 %, in good agreement with ac-
susceptibility measurements, see Fig. 7.4(c). In Fig. 7.4 we show the temperature
variation of the fit parameters fSC , fN and σSC . The smooth variation of fSC
to zero indicates Tc = 2.5 K, which is slightly below the onset temperature for
superconductivity Tc = 2.7 K determined by ac-susceptibility on a piece of the
same single-crystalline batch.

The values of σSC in Fig. 7.4 indicate considerable disorder in the flux line
lattice. In a second run we have field-cooled the sample in 10 mT to 0.25 K, next
reduced the field to zero and subsequently increased it to 14.5 mT. TF field spectra
(B ‖ a) taken after this field history showed σTF = 0.20 µs−1 at 0.25 K, which
indicates a much weaker degree of disorder in the vortex lattice. The temperature
variation of the fit parameters σSC , fSC and fN obtained by using Eq. 7.4 for this
second run are shown in Fig. 7.4.

The fitting procedure with a two-component muon depolarization function
(Eq. 7.4) is a standard and frequently used method to determine the supercon-
ducting volume fraction. Another method is to directly compare the frequencies
in the normal and superconducting phases and the corresponding amplitudes of
the Fast Fourier Transform (FFT). Frequency shifts of the asymmetry spectra for
our data are reported in the Appendix. Clear frequency shifts are detected in the
superconducting phase. However, the shifts are small (< 1.1 %) and the FFTs of
the asymmetry spectra relatively broad. This hampers the determination of the
superconducting volume fraction from the FFTs.

7.4 Discussion

An important conclusion that can be drawn from the TF µSR spectra taken in the
disordered vortex lattice case is that SrxBi2Se3 for x = 0.18 is a bulk superconduc-
tor. We remark that specific heat experiments around Tc, which provide a ther-
modynamic way to demonstrate bulk superconductivity, have not been reported
in the literature so far. The superconducting volume fraction of 70 % obtained
by µSR nicely agrees with the superconducting screening fraction determined by
ac-susceptibility measurements.

In the field-cooled case (ordered vortex lattice) we could not detect the damping
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Figure 7.3: µSR spectra for Sr0.18Bi2Se3 measured in a transverse field of 10 mT at
T = 3.0 K (upper panel) and T = 0.25 K (lower panel). The crystal was cooled in
a strong field of 0.4 T (B ‖ c), after which the field was reduced to 10 mT. The red
lines are fits to the muon depolarization function Eq. 4. The green and magenta
lines in the lower panel represent the contributions to the µSR signal from the
superconducting and normal state volume fractions, respectively.

of the µ+ precession signal due to superconductivity. This puts a lower bound on
the penetration depth λ of 2.3 µm. Within the London model λ is related to the
superfluid density ns via the relation

λ = (
m∗

µ0nse2
)1/2, (7.5)

where m∗ is the effective mass of the charge carriers, µ0 is the permeability of the
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Figure 7.4: Fit parameters of the two-component analysis (Eq. 4) of TF µSR
spectra for Sr0.18Bi2Se3. Disorder in the vortex lattice is induced by changing the
field below Tc. Panel (a): σSC(T ) (round symbols) and σN(T ) (triangles). Green
symbols: field-cooling in 0.4 T, spectra measured after reducing the field to TF
= 10 mT (B ‖ c). Magenta symbols: cooling in 10 mT, spectra measured after
sweeping the field first to zero and then up to TF= 14.5 mT (B ‖ a). Panel (b):
Superconducting fSC and normal-state fN volume fraction for cooling in 0.4 T
(closed symbols) and 10 mT (open symbols). Panel (c): AC susceptibility in S.I.
units. The superconducting screening fraction is 0.7.
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vacuum and e the elementary charge. Assuming m∗ = me, λ = 2.3 µm translates
to an extremely small value ns ∼ 0.05 × 1026 m−3. This is difficult to reconcile
with the carrier density n = 1.2 × 1026 m−3 we measured by the Hall effect on a
crystal from the same batch at 4.2 K. In the literature, however, significant lower
values for n have been reported: 0.27× 1026 m−3 (Ref. [208]) and 0.19× 1026 m−3

(Ref.[218]), which results in λ-values of 1.0 µm and 1.2 µm, respectively, using
Eq. 5. A possible solution is that m∗ > me, but this is not in accordance with
quantum oscillation studies. For low-carrier density samples of Bi2Se3 Shubnikov
- de Haas data (B ‖ c) show m∗ = 0.124me [233]. Doping may result in a slightly
larger value of m∗. For instance for Cu-doped Bi2Se3 m

∗ = 0.2-0.3me [234]. On
the other hand, from specific heat experiments on Cu-doped Bi2Se3 a quasiparticle
mass of 2.6me has been deduced [213]. Values for the effective mass of SrxBi2Se3
have not been reported so far.

Very recently TF field muon spin rotation experiments on CuxBi2Se3 crystals
have been reported for a field of 10 mT applied along the c-axis [235]. Interestingly,
the authors do find a small increase of σTF below Tc. In the normal state σTF =
0.105± 0.001 µs−1, a value comparable to the ones for the Sr doped case reported
in Fig. 7.2. In the superconducting phase a small but clear increase of σTF is
observed to a value of 0.113 ± 0.001 µs−1 for T → 0. By analyzing the data
with help of Eq. 7.2 the authors calculate σSC = 0.04 µs−1 and λ = 1.6 µm.
We remark the total increase in σTF below Tc is only 0.008 µs−1, which is only
slightly larger than the scatter in our values of σTF (see Fig. 7.2). The higher
precision in these experiments is partly due to very long counting times resulting
in better statistics. The µSR experiments on Cu and Sr doped Bi2Se3 agree in
the sense that for both materials λ is very large. Note that for CuxBi2Se3 we
calculate, with Eq. 5, using λ = 1.6 µm and assuming m∗ = me a superfluid
density ns = 0.11× 1026 m−3, which is also at variance with the measured carrier
concentration [213, 234] (ns is a factor 10 smaller). The recurring result that
ns � n seems to indicate that only part of the conduction electrons participate in
the superconducting condensate. A possible explanation is substantial electronic
phase inhomogeneities, where the superconducting phase (volume fraction 70 % for
Sr0.18Bi2Se3 and 40-60 % for CuxBi2Se3 [213, 235]) has effectively a lower carrier
concentration than the normal phase. On the other hand, a similar mismatch
between ns and n has recently been reported for the Nb doped low-carrier density
superconductor SrTiO3 notably in the over-doped, dirty regime, which is relevant
in the context of high-Tc cuprates as well [236]. We remark that the discrepancy
between ns and n does not show up in the standard analysis of the Ginzburg-
Landau parameter κ = λ/ξ, where ξ is the superconducting coherence length.
The large value of κ ∼ 100 and the small coherence length ξ ∼ 15 nm extracted
from transport and magnetic measurements [218, 213] result in a substantial value
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λ ∼ 1.5 µm. Here we have neglected for the purpose of simplicity the crystalline
anisotropy of about a factor 1.5 in these parameters.

The µSR spectra for the x = 0.18 crystal, taken after cooling in 0.4 T and
subsequently reducing the field to 10 mT, show a sizeable depolarization due to
disorder in the vortex lattice. If we assume a random distribution of flux lines, λ
can be calculated using the expression 〈(∆B)2〉 = Φ0B/4πλ

2 (see Refs [230, 231]).
With σSC = 0.36 µs−1 (see Fig. 7.4(a)) we calculate λ = 3.0 µm, a value in line
with the lower bound 2.3 µm estimated from the field-cooled experiments. It is
not surprising substantial disorder in the vortex lattice can be created. In the
Cu, Sr and Nb case experimental evidence has been presented that the dopant
atoms are intercalated in the Van der Waals gaps between the quintuple layers
of the Bi2Se3 structure [207, 208, 209]. However, partial substitution on the Bi
lattice cannot be ruled out. A detailed refinement of the crystal structure after
intercalation has not been reported for these compounds so far. For CuxBi2Se3
it has been inferred by analogy to related selenides that the intercalant atoms
reside in the 3b site (Wyckoff notation) [207]. Moreover, structural investigations
report considerable disorder on various length scales [237, 238]. Thus the Bi-based
superconductors are prone to various types of structural disorder, which in turn
may provide different sources of flux pinning.

7.5 Summary and conclusions

We have performed transverse field muon spin rotation experiments on single-
crystalline samples of SrxBi2Se3 with the aim to determine the London penetration
depth, λ. Field-cooled µSR spectra measured for the ordered flux line lattice reveal
however no additional damping of the µ+ precession signal in the superconducting
phase. From the data we infer a lower bound for λ of 2.3 µm. By changing the
applied magnetic field in the superconducting phase we are able to induce disorder
in the vortex lattice. This results in a sizeable value σSC = 0.36 µs−1 for T → 0.
By analyzing the µSR time spectra with a two component function we obtain a
superconducting volume fraction of 70 %. This provides solid evidence for bulk
superconductivity in SrxBi2Se3. We signal a discrepancy between the superfluid
density, ns, calculated from λ within the London model, and the measured carrier
concentration. Finally, we recall that the reported [219, 221, 222, 223] breaking of
rotational symmetry in the small family of Bi2Se3-based superconductors deserves
a close examination, notably because it offers an excellent opportunity to study
unconventional superconductivity with a two-component order parameter.
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7.6 Appendix

7.6.1 Frequency shift in the superconducting state
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Figure 7.5: Observed frequency shifts in the superconducting phase of the asymme-
try signal of SrxBi2Se3 crystals obtained by fitting the spectra to a one-component
muon depolarization (see above). The arrows indicate the data are taken with
increasing temperature.

Fitting the asymmetry spectra to the one- or two-component muon depolariza-
tion functions (shown in Eqs. 7.1 and 7.4) as presented in section 1.3 is a standard
and frequently used method to determine the damping due to the vortex lattice
and the superconducting volume fraction. Another way is to directly compare the
frequencies in the normal and superconducting state and the corresponding ampli-
tudes of the Fast Fourier Transform (FFT). However, since the frequency shifts are
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small (< 1.1 %) and the FFTs of the asymmetry spectra relatively broad we cannot
resolve the frequencies for the superconducting and normal phase. Nonetheless, a
clear frequency shift is detected as reported in Fig. 7.5. Here we have fitted the
asymmetry spectra A(t) to the one-component depolarization function (Eq. 7.1)

A(t) = Atot exp(−1

2
σ2
TF t

2) cos(2πνt+ φ), (7.6)

where Atot is the experimental asymmetry, σTF is the Gaussian damping rate,
ν = γµBµ/2π is the muon precession frequency, Bµ is the average field sensed
by the muon ensemble and φ is a phase factor. For the ordered vortex lattice
(x = 0.15; FC 10 mT; B ‖ a) we observe a small diamagnetic shift of the order
of −0.3 % (panel a). For the disorder vortex lattice the total shift amounts to
−0.6 % (x = 0.18; FC 10 mT; TF = 14.5 mT; B ‖ a; panel b) and 1.1 %
(x = 0.18, FC 0.4 T; TF = 10 mT, B ‖ c, panel c). Note the sign of the shift
relates to the field history: negative for FC 10 mT (panel a) and for FC 10 mT→
0 mT → 14.5 mT (panel b), and positive for FC 0.4 T → 10 mT (panel c). The
latter shift is positive, because the field is reduced from a large positive value and
thus the data are taken in the positive quadrant of the M(H) hysteresis loop.



Summary

Topological quantum materials have sparked great interest to pursue electronically
nontrivial phases. It is expected this new trend will keep on producing more exotic
discoveries about novel quantum phases of topological matter. Regarding topolog-
ical superconductors the physics of dispersive Majorana fermions on the surface is
a new field of research, and also it is important for future applications in quantum
computation. Investigating new types of topological phenomena in real materi-
als is significant for both developing new devices and verifying theoretical models
and predictions. Intrinsic topological superconductors are rare in nature, several
concrete cases have been investigated extensively, such as Sr2RuO4, CuxBi2Se3,
Sn1−xInxTe and several noncentrosymmetric superconductors. The presence of
Weyl and Dirac semimetals as a 3D analog of graphene shed further light on topo-
logical superconductors with their characteristic electronic properties, for instance
protected Fermi surface states and a novel response to applied electric and mag-
netic fields. In this thesis we presented the experimental results on the type II
Dirac semimetal PdTe2 (Chapter 4-6) and the topological superconductor candi-
date SrxBi2Se3 (Chapter 7).

The first chapter may be read as a rather general introduction to topological
materials, special attention was paid to TSCs and two candidates of TSCs PdTe2
and SrxBi2Se3. In the second chapter we described the preparation and character-
ization of the samples, and the experimental techniques used in this thesis project.
Chapter 3 dealt with the theoretical aspects relevant for this thesis project.

In Chapter 4, we discussed the superconducting properties of PdTe2 investi-
gated by dc-magnetization, ac-susceptibility and transport measurements. Our
crystals clearly show type I superconductivity as demonstrated by the observation
of the intermediate state probed by the differential paramagnetic effect measured
by in the ac-susceptibility. In addition, superconductivity of the surface layer is
found below T sc = 1.33 K < Tc. It persists up to µ0H

s
c (0) = 34.9 mT and does not

follow the standard Saint-James-de Gennes behavior. Resistance data point to an
even larger critical field for the surface layer HR

c (0) ≈ 0.30 T. PdTe2 is the only
topological material for which type I superconductivity has been reported so far.
This, together with the unusual superconducting phase diagram, calls for a close
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examination of superconductivity in PdTe2, especially in view of the existence of
topological surface states.

In Chapter 5 we focused on a high-pressure transport and ac-susceptibility
study of superconductivity in the type-I superconductor PdTe2 (Tc = 1.64 K).
Tc shows a pronounced variation with pressure: it increases at low pressure, then
passes through a maximum of 1.91 K around 0.91 GPa, and subsequently decreases
smoothly up to the highest pressure measured, pmax = 2.5 GPa. Type-I supercon-
ductivity is robust under pressure. The unusual surface superconductivity persists
under pressure. Surprisingly, for p ≥ 1.41 GPa the superconducting transition
temperature for the surface T Sc exceeds Tc of the bulk. This tells us surface and
bulk superconductivity are distinct phenomena. We propose surface superconduc-
tivity possibly has a non-trivial nature and originates from topological non trivial
surface states. This calls for quantum-oscillation experiments under pressure. In
the same spirit it will be highly interesting to extend the experiments to higher
pressures, especially because a pronounced change in the electronic properties of
PdTe2 is predicted to occur in the range 4.7-6.1 GPa: the type-II Dirac points
disappear at 6.1 GPa, and a new pair of type-I Dirac points emerges at 4.7 GPa.
Thus a topological phase transition may occur in the pressure range 4.7-6.1 GPa.
This in turn might have a strong effect on (surface) superconductivity, because the
tilt parameter of the Dirac cones passes the critical value of 1. We conclude further
high-pressure experiments on PdTe2 provide a unique opportunity to investigate
the connection between topological quantum states and superconductivity.

In Chapter 6 we have investigated the superconducting phase of PdTe2 (Tc =
1.6 K) by transverse field muon spin rotation experiments. µSR spectra were taken
on a thin disk-like crystal in two configurations: with the field perpendicular to
the plane of the disk (N⊥ = 0.87) and with the field in the plane of the disk
(N‖ = 0.08). The H − T phase diagram was scanned as a function of temperature
and applied field. The µSR spectra have been analysed with a three component
muon depolarization function, accounting for the superconducting domains, the
normal domains and a background term. In the superconducting phase normal
domains are found in which the local field is always equal to Bc and larger than
the applied field. This is the hall mark of the intermediate phase in a type-
I superconductor. The background term is predominantly attributed to muons
stopping in the superconducting-normal domain walls. In conclusion, our µSR
study provides solid evidence for type-I behavior in the bulk of the PdTe2 crystal.

In Chapter 7 we have performed transverse field muon spin rotation experi-
ments on single-crystalline samples of SrxBi2Se3 with the aim to determine the
magnetic penetration depth, λ. Field-cooled µSR spectra measured for the or-
dered flux line lattice reveal however no additional damping of the µ+ precession
signal in the superconducting phase. From the data we infer a lower bound for λ
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of 2.3 µm. By changing the applied magnetic field in the superconducting phase
we are able to induce disorder in the vortex lattice. This results in a sizeable value
σSC = 0.36 µs−1 for T → 0. By analyzing the µSR time spectra with a two compo-
nent function we obtain a superconducting volume fraction of 70 %. This provides
solid evidence for bulk superconductivity in SrxBi2Se3. We signal a discrepancy
between the superfluid density, ns, calculated from λ within the London model,
and the measured carrier concentration. Finally, we recall that the reported break-
ing of rotational symmetry in the small family of Bi2Se3-based superconductors
deserves a close examination, notably because it offers an excellent opportunity to
study unconventional superconductivity with a two-component order parameter.



128



Samenvatting

Topologische quantummaterialen hebben grote belangstelling gegenereerd voor
de zoektocht naar elektronische niet-triviale fasen. Naar verwachting zullen er
dankzij deze ontwikkeling meer exotische ontdekkingen gedaan worden rondom
nieuwe quantumfases in topologische materie. Bij topologische supergeleiders
leidde dit tot dispersieve Majorana fermionen op het oppervlak als nieuw on-
derzoeksveld, wat als belangrijk element fungeert voor toekomstige toepassin-
gen in quantumcomputers. Onderzoek naar nieuwe topologische fenomenen in
echte materialen is cruciaal voor zowel de ontwikkeling van nieuwe apparaten als
het verifiëren van theoretische modellen. Intrinsiek topologische materialen zijn
zeldzaam. Diverse concrete kandidaten zijn uitgebreid onderzocht, zoals Sr2RuO4,
CuxBi2Se3, Sn1−xInxTe en verschillende niet-centrosymmetrische supergeleiders.
Het voorkomen van Weyl en Dirac semimetalen als 3D analoog van grafeen bracht
meer verheldering over karakteristieke electronische eigenschappen van topologis-
che supergeleiders, bijvoorbeeld beschermde Fermi-oppervlaktetoestanden en bij-
zondere responses op aangelegde elektrische en magnetische velden. In dit proef-
schrift werden de experimentele resultaten van het type II Dirac semimetal PdTe2
(Hoofdstuk 4-6) en de kandidaat topologische supergeleider SrxBi2Se3 (Hoofdstuk
7) gepresenteerd.
Het eerste hoofdstuk diende als algemene inleiding op topologische materialen, met
speciale aandacht voor topologische supergeleiders en de desbetreffende kandidaten
PdTe2 en SrxBi2Se3. In het tweede hoofdstuk werden de bereiding en karakteriser-
ing van de preparaten, alsmede de gebruikte experimentele technieken, beschreven.
Het derde hoofdstuk richtte zich op theoretische aspecten die relevant zijn voor
dit promotieonderzoek. In hoofdstuk 4 werden de supergeleidende eigenschappen
van PdTe2 besproken die onderzocht waren door middel van dc-magnetizatie, ac-
susceptibiliteit en transportmetingen. De aanwezigheid van type I supergeleiding
in onze kristallen is onherroeplijk aangetoond door het observeren van de interme-
diaire toestand door middel van het differentieële paramagnetische effect gemeten
met ac-susceptibiliteit. Bovendien is supergeleiding in de oppervlaktelaag gevon-
den beneden T Sc = 1.33 K < Tc, wat aanhoudt tot µ0H

S
c (0) = 34.9 mT, en dat

niet het conventionele Saint-James-de Gennes gedrag vertoont. Weerstandsdata
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suggereren een hoger kritisch veld voor de oppervlaktelaag HR
c (0) ≈ 0.30 T. Tot

nu toe is PdTe2 het enige topologisch materiaal waar voor type I supergeleiding
gerapporteerd is. Dit, in combinatie met het ongewone supergeleidende fasedia-
gram, vraagt om nauwgezet vervolgonderzoek naar supergeleiding in PdTe2, zeker
gezien de aanwezigheid van topologische oppervlaktetoestanden.
Hoofdstuk 5 was gericht op een hoge-druk transport en ac-susceptibiliteit studie
van de type I supergeleider PdTe2 (Tc = 1.64 K). Tc vertoont een opmerkelijke
variatie met druk: een toename bij lage druk tot een maximum van 1.91 K rond
0.91 GPa, gevolgd door een gelijdelijke afname tot de hoogst gemeten drukwaarde
van 2.5 GPa. Type I supergeleiding is robuust onder druk. De buitengewone op-
pervlaktesupergeleiding blijft eveneens bestaan onder druk. Voor p ≥ 1.41 GPa
overschrijdt de overgangstemperatuur van de oppervlaktesupergeleiding T Sc die
van de bulk verbazingwekkend genoeg. Dit geeft aan dat oppervlakte en bulk
supergeleiding aparte fenomenen zijn. Dit leidt tot de veronderstelling dat op-
pervlaktesupergeleiding mogelijk een niet-triviale aard heeft en afkomstig is van
topologische niet-triviale oppervlaktetoestanden. Ter verifiëring zouden er quan-
tumoscillatie experimenten onder druk kunnen worden verricht. In dezelfde geest
zou een extensie naar hogere drukken zeer interessant zijn met het oog op de voor-
spelde geprononceerde verandering in de elektronische eigenschappen van PdTe2
rond 4.7-6.1 GPa: type II Dirac punten verdwijnen rond 6.1 GPa en type I Dirac
punten onstaan bij 4.7 GPa, suggererende dat er een topologische faseovergang zou
kunnen plaatsvinden in het drukgebied 4.7 tot 6.1 GPa. Dit kan mogelijkerwijs
een sterk effect hebben op de (oppervlakte)supergeleidbaarheid, aangezien de kan-
telparameter van de Dirac kegels de kritische waarde van 1 overschrijdt. Verder
concluderen wij dat hoge-druk experimenten op PdTe2 een unieke mogelijkheid
bieden om de connectie tussen topologische quantumtoestanden en supergeleide-
ing te onderzoeken.
In hoodfstuk 6 werden de onderzoeksresultaten van de supergeleidende fase van
PdTe2 (Tc = 1.6 K) weergegeven onderzocht door middel van transvers veld muon
spin rotatie experimenten. µSR spectra zijn verkregen op een dun schijfachtig
kristal in twee configuraties: met het veld loodrecht op het schijfvlak (N⊥ = 0.87)
en met het veld in het schijfvlak (N‖ = 0.08). Het H − T fasediagram is gescand
als functie van temperatuur en veld. De µSR spectra zijn geanalyseerd met een
drie-componenten muon depolarisatiefunctie, rekening houdend met de supergelei-
dende domeinen, de normale domeinen en een achtergrondterm. In het supergelei-
dende fasediagram zijn er domeinen gevonden waarin het lokale veld altijd gelijk
is aan Bc, alsmede groter dan het aangelegde veld, hetgeen kenmerkend is voor
de intermediaire fase van een type I supergeleider. De achtergrondterm wordt
hoofdzakelijk toegeschreven aan de muonen die precesseren in de supergeleidende
domeinwanden. Ter conclusie, deze µSR studie levert een solide bewijs voor type
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I supergeleiding in de bulk van PdTe2.
In hoofstuk 7 werden de resultaten van transvers veld muon spin rotatie experi-
menten op één-kristallijne preparaten van SrxBi2Se3 gepresenteerd, met als doel de
magnetische indringdiepte λ te bepalen. De veld-gekoelde µSR spectra gemeten
voor het geordende fluxlijnrooster onthullen daarentegen geen additionele demping
van het µ+ precessiesignaal in de supergeleidende fase. Een ondergrens voor λ van
2.3 µm is afgeleid uit de data. Door het aangelegde magnetische veld te variëren
is het mogelijk om wanorde in het vortexrooster te realiseren. Dit resulteert in
een opmerkelijke waarde σSC = 0.36 µs−1 voor T → 0. Een supergeleidende vol-
umefractie van 70 % is bepaald door de µSR tijdsspectra te analyseren met een
twee-componenten functie. Dit biedt solide bewijs voor de aanwezigheid van bulk
supergeleiding in SrxBi2Se3. Wel is er een discrepantie tussen de supervloeistof
dichtheid, ns, berekend vanuit λ met het London model, en de gemeten lading-
dragersconcentratie. Ten slotte werd er opgemerkt dat de gerapporteerde rota-
tionele symmetriebreking in de kleine familie van Bi2Se3 gebaseerde supergeleiders
nauwgezette aandacht verdient, in het bijzonder omdat dit een uitstekende mo-
gelijkheid biedt om onconventionele supergeleding met een twee-componenten orde
parameter te bestuderen.
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E. M. Hankiewicz, C. Gould, H. Buhmann, and L. W. Molenkamp Phys.
Rev. Lett., vol. 109, p. 186806, 2012.

[20] R. S. Deacon, J. Wiedenmann, E. Bocquillon, F. Domı́nguez, T. M. Klap-
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